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Abstract— Most vehicle license plate recognition use 

neural network techniques to enhance its computing 

capability. The image of the vehicle license plate is 

captured and processed to produce a textual output for 

further processing. This paper reviews image processing 

and neural network techniques applied at different stages 

which are preprocessing, filtering, feature extraction, 

segmentation and recognition in such way to remove the 

noise of the image, to enhance the image quality and to 

expedite the computing process by converting the 

characters in the image into respective text. An exemplar 

experiment has been done in MATLAB to show the basic 

process of the image processing especially for license plate 

in Malaysia case study. An algorithm is adapted into the 

solution for parking management system. The solution 

then is implemented as proof of concept to the algorithm. 
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I. INTRODUCTION 

 
The advanced of computer application processed more than 

textual data solving everyday problems. Inputs from optical 

device are used in domain application such as medical, 

security, monitoring and control and engineering. Ability for 

computer to process image and translate it into something 

meaningful has become more popular. Therefore, the 

technology of image processing has adopted in managing 

vehicle parking system, vehicle access to restricted area, 

traffic monitoring system and highway electronic toll 

collection. For this purpose, the computer needs to capture 

the vehicle licence plate number and process it in the 

computer. 

A camera captures the image of vehicle license plate. The 

image then feed into the computer for further processing. 

The output of from the process is the vehicle license plate 

number in textual form. For a parking system, the output is 

used for car identification, parking payment and authorization 

to access into the parking space. This paper reviews the 

processing of vehicle license plate that uses image processing 

and neural network technique. 
 

The framework for this research is adapted from previous 

studies [1-4] as shown in Figure 1 which includes 5 stages: 

(a) pre-processing, (b) filtering, (c) feature extraction, (d) 

segmentation and (e) character recognition. The final output 

of the sample experiment is to recognize the alphanumeric 

characters on the license plate. The structure of this paper is 

organized by the stages of the process. 

 
II. PREPROCESSING 

 
Digital image preprocessing is an initial step to image 

processing improving the data image quality for more 

suitable for visual perception or computational processing. 

Preprocessing remove unwanted data and enhance the image 

by removing background noise, normalizing the intensity of 

individual image particles, image deblur and remove image 

reflections. Preprocessing for car license plate number uses 

three common subprocesses, which are geometric operation, 

grayscaling process and binarization process. 
 

Many neural network techniques have been applied to these 

preprocessing techniques mainly to produce better image and 

to increase the speed of convergence of an image. 
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Figure 1. Research framework 
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A. Geometric Operation 
 

Geometric operation is a process to locate the car license 

plate. The purpose of this operation is to localize the car 

plate for faster character identification over a small region. 
 

An improved Back Propagation network is used to overcome 

the weakness of convergence speed in [1]. Genetic algorithm 

and momentum term is introduced to the current network to 

increase the speed of convergence rate. The current BP 

network learning process is said to be easily produce error if 

initial weights is not set properly [1] and it is difficult to 

determine the number of hidden layer and hidden nodes. The 

improved network using BP momentum increase the speed 

and the accuracy to localize the car license place location. A 

grayscale image extracts the edge of the license plate using 

sobel operator [1]. 
 

Malviya and Bhirud in [2] uses iterative thresholding 

operation to identify license plate of a vehicle. Objects with 

geometric characteristics are labelled and selected. The 

process takes into account aspect ratio, total pixel per object, 

height, width and the presence of characters in the region. 
 

For this, we propose the following algorithm, where the 

pseudo-code can be simplified as the following: 

 to get the scale of the image for x-axis and y- 

axis 

 to  assign  the  new  value  of  horizontal  and 

vertical axis based on the scale of the x-axis and 

y-axis 

 to get the grayscale thresholding value of the 

image 

 
The input of the experiment is shown as Figure 2 while the 

example output can be viewed as Figure 3. 

 

 
Figure 2. Input data for License Plate Image Processing 

 

 
Figure 3. Image output after geometric operation process 

 
The output from the extraction process will be used in the 

next stage which is grayscaling process. 

B. Grayscaling Process 

Grayscaling is a process to produce a gray scale image from a 

multicolor image. In this process, the threshold of an image is 

calculated. If it is less than the threshold, the image data is 

recalculated to get the correct grayscale value. The purpose 

of thresholding is to separate the object of interest from the 

background. Thresholding is important to provide sufficient 

contrast for the image so that different level of intensity 

between object and the background can be differentiated for 

later computational processing. Different intensity 

determines the value of the threshold. 
 

Grayscaling process improves the quality of the image for 

later computational processing. Other preprocessing 

techniques to improve the quality of the image including 

image deblurring, image enhancement, image fusion and 

image reconstruction. 
 

Image fusion is a process to enhance the image with multiple 

combinations of images [2-3]. This process is suitable to 

identify the car license registration number from a moving 

car. The technique integrates multi resolution image and 

produce a composite image using inverse multiresolution 

transform [3]. A template of image from a grayscale is 

shifted to vertical and horizontal direction. The contrast 

frequency is calculated for each position in the template and 

creates a new image using thresholding procedure. Any color 

below the threshold is set to back (zero) and above threshold 

is set to white (one). The value determines the gray level 

resulting black and white image. 
 

A trained feedforward neural network (FFN) with Block 

Recursive LS algorithm is used to process car license plate 

[4]. The approach is to improve the convergence rate and 

stabilize the robustness of the solution. The location of the 

car license plate is extracted using Discrete Fourier 

Transform (DFT). DFT identifies maximum value of 

horizontal and vertical edges. Prior to that tone equalization 

and contrast reduction is used to improve the image. These 

techniques are preferred because it is more robust and 

suitable compared to edge enhancement. 
 

For this, we propose the following algorithm, where the 

pseudo-code can be simplified as the following: 

 to convert into grayscale image 

 
The pseudo-code can be translated in MATLAB such as 

following: 
 

 TestImg1 =rgb2gray(TestImg1); 
 
 

C. Binarization Process 
 

Binarization is a process of converting grayscale image into 

black and white image or “0” and “1”. Previously, the gray 

scale image consists of different level of gray values; from 0 

to 255. To improve the quality and extract some information 
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from the image, the image needs to be process a few 

times and thus make the binary image more useful. Gray 

threshold value of an image is required in the binarization 

process as it is important to determine whether the pixels 

that having gray values will be converted to black or white. 
 

For  this,  we  propose  the  following  algorithm,  where  the 

pseudo-code can be simplified as the following: 

 to convert into black and white image 

 
The  pseudo-code  can  be  translated  in  MATLAB  such  as 

following: 
 

 ImgBW =im2bw(TestImg1 ,threshold 

The example output can be viewed as Figure 4. 

 
Figure 4. Image output after binarization process 

 
The output from the extraction process will be used in the 

next stage of the processing in this framework which is 

filtering. 

 
III. FILTERING 

 
To enhance the quality of processing image, filtering is 

required to solve contrast enhancement, noise suppression, 

blurry issue and data reduction. It is reported that most of 

preprocessing activities conducted in image restoration apply 

Neural Network approach [5]. 
 

Rectangles‟ filtering implemented on the real plate number 

involves convolution matrix, binarization filter with vertical 

and horizontal projection able to enhance the image quality 

and eliminates unwanted pieces on the plate. It is also 

recognize the number of rows and symbols in the plate 

number [6]. 
 

In [7], a simple filter is designed by implementing intensity 

variance and edge density to overcome illumination issue, 

distance changed and complex background. It is proposed 

that this approach convenient for real-time application. 
 

The quality and selection of parameters on the camera 

extremely contributes the desired preprocessing image quality 

[8]. 
 

The example output can be viewed as Figure 5. The output 

from the extraction process will be used in the next stage 

which is image segmentation. 

 

 
Figure 5. Image output after filtering process 

 

 
 

IV. FEATURE EXTRACTION 

 
Features extraction is the part of measuring those relevant 

features to be used in recognition process. Selection of the 

right features is important in order to obtain best results in 

license plate recognition study. Colour features are very good 

potential for object detection. However the parameter such as 

colour of car, illumination condition and the quality of 

imaging system has been limited its practice [9]. According 

to [10], colour features have been studied by [11] and [12] 

but from the study, this feature not robust enough to various 

environments. However, there are many types of features that 

can aid license plate recognition such as aspect ratio, texture, 

edge density, and size of region [10]. In order to achieve 

better detection rate in license plate recognition, researchers 

in [10] and [13] had suggested a combination of features. For 

instance, a promising result for combination of colour and 

edge has been reported in [14]. Moreover, [9] has reported 

that the use of simple geometrical features such as shape, 

aspect ratio, and size are enough to find genuine license plate. 

However the researchers face problem such as clutter parts in 

the image and overcome it with edge density. Edge features 

of the car image are very important, and edge density can be 

used to successfully detect a number plate location due to the 

characteristics of the number plate [9]. The edge density 

features had been used in [9, 10, 13] because the density of 

vertical edges at the license plate area is considerably higher 

than its neighbourhood. In addition, this feature is more 

reliable and able to reduce processing time. Little 

computational time is one of important element in recognition 

especially in real-time detection. However, there is always 

trade-off between the number of features used in the system 

and the computational time [9, 13]. 
 

For this, we propose the following algorithm, where the 

pseudo-code can be simplified as the following: 

 To compare the vertical and horizontal histogram in 

getting the required features. 

 to extract the meaningful image based on the features 

selected 

 
Then, the horizontal and vertical histograms are combined to 

get the matching region of a license plate is kept as candidate 

region or also known as meaningful image. The example 

output can be viewed as Figure 6 and Figure 7. 
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Figure 6. Image output after feature selection process 

 

 
Figure 7. Image output after feature extraction process 

 
The output from the extraction process will be used in 

the next stage which is image segmentation. 
 

 
V. IMAGE SEGMENTATION 

 
One of the most popular topics in image 

processing study is image segmentation. The segmentation 

process becomes important to the processing of the image 

to find the meaningful information where it comes from the 

meaningful regions which represent higher level of data. 

The analysis of image requires large amount of low level of 

data which is in pixel to be extracted into meaningful 

information. 

 
Higher-level object properties can be incorporated 

into segmentation process, after completing certain 

preliminary segmentation process. Examples of higher-

level properties are as follow: 

i. shape, or 

ii. colour features 

 
Then, it comes to the goal of segmentation which is 

to find regions that represent meaningful parts of 

objects. In segmentation, the image will be divided into 

regions based on the interest of the study. 

 
Image segmentation methods will look for objects 

that either have some measure of homogeneity (within 

themselves), or contrast (with the objects on their 

border). Most image segmentation algorithms can be 

divided as the following: 

i. modifications, 

ii. extensions, or 

iii. combination of these 2 basic concepts 

 

Classically, Umbaugh in [15] divide image segmentation 

techniques into three (3) which are: 

i. Region growing and shrinking: subset of clustering 

ii. Clustering methods 

iii. Boundary detection: extensions of the edge detection 

techniques 

 
At the same point, Haralick and Shapiro [16] categorized 

image segmentation techniques into six (6) which are: 

i. Measurement space guided spatial clustering 

ii. Single linkage region growing schemes 

iii. Hybrid linkage region growing schemes 

iv. Centroid linkage region growing schemes 

v. Spatial clustering schemes 

vi. Split and merge schemes 

 
Clustering is one of the segmentation technique as 

Haralick and Shapiro [16] differentiated clustering and 

segmentation such as follow: 

i. In clustering: the grouping is done in measurement 

space 

ii. In segmentation: the grouping is done in the spatial 

domain of the image 

 
Clustering techniques can be used to any domain, eg: any N- 

dimensional color or feature space, including spatial 

domain‟s coordinates. This technique segments the image by 

placing similar elements into groups, or clusters, based on 

some similarity measure. Clustering is differ from region 

growing and shrinking methods, where the mathematical 

space used for clustering. The details of each methods in 

segmentation are explained in the next sections. 
 

A. Thresholding 

 
Thresholding is one of the simplest and most popular method 

in image segmentation. Two common types of thresholding 

are outlined as follow: 

i. Local thresholding is referred when an image is 

partitioned into subregions, and each subregion carry 

different value of threshold. Local threshold method 

also called as adaptive thresholding schemes [17- 

19]. 

ii. Global thresholding is referring to assigning only 

one threshold value to the entire image. 

Thresholding techniques also can be categorized into two 

levels: 
i. Bilevel thresholding: the image is two (2) regions 

which are object (black) and background (white). 

ii. Multithresholding: the image is composed of few 

objects with different surface characteristics thus 

need multiple value of threshold. 

 
Thresholding also can be analyzed as classification problem, 

such that classifiying bilevel segmentation of an image into 

object and background. Among the most common methods 

found for thresholding in image segmentation are listed as the 

following: 

i. maximum entropy method [20-22] 
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ii. Otsu's method (maximum variance) [23-26] 

iii. k-means clustering [27-35] 

B. Edge 

Detection 

 
There will be edge and  line detection in  segmentation to 

divide regions into meaningful information. Edge 

detection techniques: Line detection/ line finding = Hough 

transform [37]. Hough transform is designed specifically to 

find lines. A line is a collection of edge points (that are 

adjacent and have the same direction). The Hough 

algorithm will take a collection of few edge points. 

 
Edge detection techniques [38-53] have been used as the 

base of another segmentation technique.  Basically,  edge 

detection is also an independent process in image 

processing. Edge detection, or sometimes it is called as 

edge finding is also closely related to region detection. We 

need to find the region boundaries first before we can 

proceed to segment an object from an image. This is 

because the edges identified by edge detection are 

frequently disconnected. It means that we have to find the 

boundaries in order to get the edges. 

 
In segmentation, line detection is done to divide regions 

into meaningful information. One of line detection 

technique is Hough transform. Hough transform is designed 

specifically to detect lines. A line is a collection of edge 

points (that are adjacent and have the same direction). The 

Hough algorithm will take a collection of few edge points. 

 
C. Region-based image 

segmentation 

 
This technique attempt to classify a particular image into 

several regions or classes according to the common 

properties of the image. There are few properties considered 

for this process which are pattern and texture, intensity 

values and spectral profiles of the image. In this method, we 

want to group the regions so that each of the pixels in the 

region will have similar value of the properties. There are 

many real applications used this method such as remote 

sensing, 2D and 3D images [54-55] while there are various 

models and algorithms used for this technique such as 

Markov Random Field Model [56-60] and Mumford-Shah 

Algorithm [61-64]. 

 

D. Compression-based 

methods 
 

 
In this method, segmentation will be done in a way the 

image will be compressed based on the similarity of the 

patterns of textures or boundary shape of the image. This 

method aims to minimize the length of the data where the 

optimal segmentation can be achieved. There are few ways 

on how to calculate the coding length of the data such as 

Huffman coding or MDL (Minimum Description Length) 

principle 

[65-66], where they can be found in previous studies [67-70]. 
 

E. Histogram-based methods 

 
Histogram-based method [71-76] is one of the  frequently used 

for image segmentation techniques. In this method, we will 

produce a vertical and a horizontal histogram accordingly.  

This  process  is  to  get  a  group  of  pixels  in vertical and 

horizontal regions where they will lead to distinguishing the 

gray levels of the image. 

 
In common, an image will have two regions: background and 

object. Normally, the background is assigned as one gray 

level whiles the object (or also called as subject) is another 

gray level. Usually, background will secure the largest part of 

the image so the gray level of it will have larger peak in the 

histogram compared to the object of the image. 

 
F. Region-growing 

methods 

 
Region Growing and Shrinking [77-99] technique use row 

and column (r,c) based image domain. It can be considered as 

subset of clustering methods, but limited to spatial domain. 

The methods can be: 

 Local : operating on small neighbourhoods, or 

 Global : operating on the entire image, or 

 Combination of both 

 
G. Split-and-merge 

methods 

 
There is an alternative for segmentation method called split 

and merge [100-108]. Split and merge is also called as 

quadtree segmentation where it based on quadtree partition. 

The data structure used in split and merge is called quadtree 

where a tree which has nodes and each node can have four 

children. It divides regions that do not pass a homogeneity 

test, and combines regions that pass the homogeneity test. 

 
For this, we propose the following algorithm, where the 

pseudo-code can be simplified as the following: 

 to get width of y-axis of the image to divide into 

subregion 

 to get width of y-axis of the image to divide into 

subregion 

 to divide into subregion 

 to remove blank space 

 to get same size after region has been divided 

 
The example output can be viewed as Figure 8. 
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Figure 8. Image output after segmentation process 

 
To wrap up, a good segmentation process should turn 

out uniform and homogeneous regions with respect to 

some characteristics such as gray tone or texture as well 

as simple regions without many small holes. The output 

from the segmentation will be used in the next stage which 

is character recognition. 

  

CHARACTER RECOGNITION 

 
Character recognition is the most important task in 

recognizing the plate number [109]. The recognition of 

characters has been a problem that has received much 

attention [110, 111] in the fields of image processing, 

pattern recognition and artificial intelligence. It is because 

there is a lot of possibility that the character produced 

from the normalization step differ from the database. The 

same characters may differ  in  sizes, shape and  style 

[110] that could result in recognition of false character, 

and affect the effectiveness and increase the complexity of 

the whole system. In Malaysian car plate, there are two 

groups of character, which is alphabet and numeric. It is 

important for the system to differentiate the character 

correctly as sometimes the system may confuse due to the 

similarities in the form of shape. 

 
When a plate number is put for visual recognition, it is 

expected to be consisting of one or more characters. 

However, it may also contain the unwanted information; 

for example, it may contain pictures and colors that do not 

provide any useful information to recognize the plate 

number. Thus, the image is first processed for noise 

reduction and normalization [111, 112]. Noise reduction is 

to ensure that the image is free from noise [112]. The 

normalization is where the isolated characters are resized 

to fit the characters into a binary window and form the 

input for recognition process [111, 112]. The characters 

are segment into a block that contains no extra white spaces 

in all side of the characters. 

 
Next is the process of digitization [110]. Digitization of 

an image is converting the individual character into binary 

matrix based on the specified dimensions. This process 

will ensure the uniformity of dimensions between the 

input and stored patterns in the database. For example, in 

Figure 9, the alphabet A has been digitized into 24x15=360 

binary matrix, each having either black or white color 

pixel [113,114,117,118]. It is important to convert the 

data into meaningful information. A binary image function 

can then be assign for each black pixel, the value is 0 

(background) and for each white pixel, the value is 1 

(foreground) [113, 115]. 

 

 
Figure 9. Image digitization 

There are a few methods applied for the recognition of 

characters like template matching, feature extraction, 

geometric approach, neural network, support vector machine, 

Hidden Markov Model and Bayes net [111, 112, 116]. 

 
A. Template 

Matching 

 
Template matching is a technique to identify the segmented 

character [114] by finding the small part in image that match 

with the template. This method need character image as their 

template to store in the database [111]. The identification is 

done by calculating the correlation coefficient where the 

template the score the highest coefficient is identified as the 

character of the input [111, 112]. There are three type of 

matching factor that represent the output  which are exact 

matching, complete mismatching and confused matching 

[120]. However, due to some similarities in characters, there 

might be some error during the recognition [121]. Example of 

character similarities are like, B and 8 or 3, S and 5, Q and G 

or 0. It should be noted that the size of input image and the 

template must be exactly the same [114]. 

 
B. Neural 

Network 

 
A Multi-Layer Perceptron Neural Network (MLP NN) [113, 

115] in Figure 10 is commonly used in pattern recognition. 

MLP has been used to solve various problems by training it in 

supervise learning with the back-propagation algorithm [109, 

110, 115, 119]. The training is done in order to make the 

input leads to a specific target output [111, 116]. The initial 

weight is randomly generated, and iteratively modified [113]. 

The weight is modified using the error between the 

corresponding outputs with desired output. Neural network 

learns through updating their weight [110]. The purpose of 

adjusting the weight is to make the output closer to the 

desired output. It is very important to expand the size of 

training database in neural network because the efficiency 

and accuracy of the character recognition will be improved 

[109]. 
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Figure 10. Multilayer perceptron in neural network 

 
C. Chain 

Code 

 
Chain code is one of the techniques that are able to do 

the character recognition process [122]. It is one of the 

shape representations that are used to represent a 

boundary of a connected sequence of straight line 

segments [122]. The representation is based on 4-

connectivity and 8-connectivity of the segment that may 

proceed in clockwise or in anticlockwise direction like 

in Figure 11 [122, 123, 125]. Collision might be 

occurred when there is multi-connectivity in the character, 

and thus multiple chain codes is produces to represent the 

segment of the character [123, 126]. Besides, the same 

character might produce different chain code depend on 

the starting point and their connectivity direction [124]. 

Thus in order to standardize the character recognition, 

some additional parameter is needed and calculated 

[126]. Some constant parameters that need to justify are 

segment slope angle, character height and the index in the 

row [126]. 

 
Figure 11. Direction number for 4-directional chain code and 8-

directional chain code adapted from N.A. Jusoh, J.M. 

 
 

D. Hidden Markov 

Model 

 
Hidden Markov Model (HMM) is another common used 

technique for character recognition. HMM is a 

probabilistic technique [127, 128] that is widely used in 

pattern recognition area like speech recognition, biological 

sequence and modeling [129, 130]. A HMM is defined 

as a doubly stochastic process that is not directly 

observable (hidden), but can only be observed through 

another set of stochastic process that produce the sequence 

of observed character [129, 131]. For character recognition, 

two main approached is used to construct the model, either 

for each character or for each word [129]. The advantage of 

this technique is that it has the ability to learn the 

similarities and differences between the image samples 

[127]. For training stage, the sample image must be 

exactly the same size with the images to deal with [132]. 

The license plate is represented as a sequence of state as 

Figure 12, which can generate the observation vector, based 

on the associated probability distribution. The transition 

probability is responsible to observe the transition occurred 

between the states [131, 133]. The parameters or 

probabilities in HMM are trained using the observation vector 

extracted from the image samples of license plate [127, 131]. 
 

 
Figure 12. Hidden Markov Model topology for license plate image adapted 

from S.A. Daramola, E. Adetiba, et. al [127] 

The example output can be viewed as Figure 13. The output 

from the recognition process will be the final output of the 

license plate recognition in this framework of study. 

 

 
Figure 13. Image output after character recognition process 

 

 
VI. CONCLUSION 

 

To conclude this paper, we have presented the review of 

image processing techniques for license plate recognition 

with various approaches. The experiment has been done in 

MATLAB to show the basic process of the image processing 

especially for license plate in Malaysia case study. There are 

many more techniques and approaches have been studied for 

in various stages of image processing as well as there are also 

lack of studies in image processing stages, for example Pal 

and Pal in [134] reveals that earlier reviews on colour image 

segmentation have not given much attention. 

 
VII. ACKNOWLEDGEMENT 

 
We would like to acknowledge the Malaysian Technical 

University Network - Centre of Excellence (MTUN CoE) for 

the funding granted, MTUN/2012/UTeM-FTMK/11 M00019. 

We also would like to thank all friends and colleagues for 

their helpful comments and courage. 

 



  

 

     The International Journal of Soft Computing and Software Engineering [JSCSE], Vol. 3, No. 3, Special Issue: 

The Proceeding of International Conference on Soft Computing and Software Engineering 2013 [SCSE’13], 

San Francisco State University, CA, U.S.A., March 2013 

Doi: 10.7321/jscse.v3.n3.15            e-ISSN: 2251-7545 

90 

 

 
 

 
 

REFERENCS: 
 

[1] Zhiwen WANG, Shaozi LI, “Research an Implement for 

Vehicle License Place Recognition Based on Improved BP 
Network.” 

[2]   A. Malviya, S.G Bhirud, “Image Fusion of Digital Images.” 

[3]   V. Koval, V. Turchenko,  V.  Kochan,  A.  Sachenko,  G. 
Markowsky, “Smart License Plate Recognition System Based 

on Image Processing Using Neural Network.” 
[4]  R  Parisi,  E.D.Di  Claudio,  G  Licarelli,  G  Orlandi,  “Car  Plate 

Recognition By Neural Networks and Image Processing.” 

[5] Kumar Parasuraman and P.Vasantha Kumar, An Efficient 
Method for Indian Vehicle License. Patern Recognition 35, 
(2002), 2279-2301. 

[6] Plate Extraction and Character Segmentation, 2010, IEEE 

International Conference on Computational Intelligence 
and Computing Research. 

[7]  Vahid Abolghasemi , Alireza Ahmadyfard., An edge-based 

color-aided method for license plate detection, Image and 
Vision Computing 27, (2009), 1134-1142. 

[8]  J.A.G. Nijhuis, M.H. ter Brugge, K.A. Helmholt, Car 
License Plate Recognition with Neural Networks and 
Fuzzy Logic, 

[9] V.  Abolghasemi,  A.  Ahmadyfard,  2009.  An-edge-based  
color aided method for license plate detection In: Image 

and Vision 
Computing., vol.27 pp. 1135-1142. 

[10]    D. Zheng, Y. Zhao,  J. Wang., 2005. A efficient method of 

license plate location. In: Pattern Recognition Letters., vol. 26, 
pp. 2431- 2438. 

[11]   Zhu, W.G., Hou, G.J., Jia X., 2002. A study of locating 
vehicle license plate based on color feature and 

mathematical morphology. In: 6th Internat. Conf. on Signal 
Process., vol. 1, pp. 748-751. 

[12]       Wei, W., Waang, M.J., Huang, Z.X., 2001. An automatic method 
of location for number-plate using color features. In: Proc. 

Internat.Conf. on Image Process., vol. 2, pp. 782-785. 

[13]       N. A. Jusoh, J.M.Zain, 2009. Application of freeman chain codes: 
an alternative recognition technique for malaysian car plates. In: 

International Journal of Computer Science and Network Security., 

vol. 9, pp. 223-227. 
[14]        S.L. Chang, L.S.Chen, Y.C.Chung, S.W.Chen., 2004. Automatic 

license plate recognition., In: IEEE Transactions on Intelligent 

Transportation System., vol. 5., pp. 43-53. 
[15]         L.  Hertz  and  R.  W.  Schafer,  “Multilevel  Thresholding  Using 

Edge Matching” Computer Visual Graph Image Process, Vol. 44, 

pp. 279–295, 1988. 
[16]        S.E Umbaugh, “Computer Imaging Digital Analysis  and 

Processing,” A CRC Press Book, 2005. 

[17]        R. M. Haralick and L. G. Shapiro. Survey: Image Segmentation 
Techniques. Computer Vision Graphics and Image Process. 

Vol.29, pp. 100-132. 1985. 

[18] Siddhartha  Bhattacharyya,  Ujjwal  Maulik,  Paramartha  
Dutta.Multilevel Image Segmentation With Adaptive Image 

Context Based Thresholding. Applied Soft Computing, Volume 

11, Issue 1, January 2011, Pages 946-962. 

[19]        Nong Sang, Heng Li, Weixue Peng, Tianxu Zhang. Knowledge- 

Based Adaptive Thresholding Segmentation Of Digital Subtraction 

Angiography Images.  Image  and  Vision Computing, Volume 25, 
Issue 8, 1 August 2007, pp. 1263-127. 

[20]        J. Zhang, C.-H. Yan, C.-K. Chui, S.-H. Ong. Fast segmentation of 

bone    in    CT    images    using    3D    adaptive    thresholding. 
Computers   in   Biology   and   Medicine, Volume   40,    Issue 2, 

February 2010, pp. 231-236. 

[21] Du Feng, Shi Wenkang, Chen Liangzhou, Deng Yong, Zhu Zhe 
Infrared image segmentation with 2-D maximum entropy method 

based      on      particle      swarm      optimization      (PSO) Pattern 

Recognition Letters, Volume 26, Issue 5, April 2005, pp. 
597-603. 

[22] Wen-Bing Tao, Jin-Wen Tian, Jian Liu. Image Segmentation By 

Three-Level Thresholding Based On Maximum Fuzzy Entropy 
And Genetic Algorithm. Pattern Recognition Letters, Volume 24, 

Issue 16, December. 2003, pp. 3069-3078. 

[23]        J Xie, H.T Tsui. Image segmentation based on  maximum- likelihood 

estimation and optimum entropy-distribution (MLE– OED). Pattern 

Recognition Letters, Volume 25, Issue 10, 16 July 2004, pp. 1133-
1141. 

[24] Liu, C.-C., Tsai, C.-Y.,Liu, J., Yu, C.-Y., Yu, S.-S., “A pectoral 

muscle segmentation algorithm for digital mammograms using Otsu 
thresholding and multiple regression analysis,” Computers and 

Mathematics with Applications 64 (5) , 2012, pp. 1100-1107. 

[25]        Chen, Q., Zhao, L., Lu,  J.,Kuang,  G., Wang,  N.,Jiang,  Y., 
“Modified two-dimensional Otsu image segmentation algorithm and 

fast realisation,” IET Image Processing 6 (4) , 2012, pp. 426-433. 

[26]        Xiangyang Xu, Shengzhou Xu , Lianghai Jin , Enmin Song, 
“Characteristic analysis of Otsu threshold and its applications,” 

Pattern Recognition Letters, Volume 32, Issue 7, 1 May 2011, 

pp.956–961. 
[27]  Deng-Yuan Huang, Chia-Hung Wang, “Optimal multi-level 

thresholding using a two-stage Otsu optimization approach,” Pattern  

Recognition  Letters, Volume  30,  Issue  3,  1  February 2009, pp. 

275-284. 

[28]   Choong,  M.Y., Khong,  W.L.,Kow,  W.Y., Angeline,  L.,Teo, 

K.T.K., “Graph-based image segmentation using k-means clustering 
and normalised cuts,” Proceedings - 2012 4th International 

Conference on Computational Intelligence, Communication Systems 

and Networks, CICSyN 2012 , art. no. 6274360, 2012, pp. 307-312. 
[29]  Siddiqui, F.U., Isa, N.A.M.,  “Optimized  K-means  (OKM) 

clustering algorithm for image segmentation,” Opto-electronics 
Review20 (3) , 2012, pp. 216-225. 

[30]  Max Mignotte,  “A  de-texturing  and  spatially  constrained K- means 

approach for image segmentation Pattern Recognition Letters,” 
Volume 32, Issue 2, 15 January 2011, pp. 359-367. 

[31]  D.A. Clausi, “K-means Iterative  Fisher  (KIF)  unsupervised 

clustering            algorithm             applied             to image texture 
segmentation,” Original      Research      Article      Pattern 

Recognition, Volume  35,  Issue  9, September  2002,  pp.  1959-

1972. 
[32]  Wen-Liang Hung, Yen-Chang Chang, E. Stanley Lee, “Weight 

selection  in  -   -means algorithm   with   an   application   in color 

image       segmentation,” Original       Research       Article 
Computers & Mathematics with Applications, Volume 62, Issue 2, 

July 2011, pp. 668-676. 

[33]      P.     Javier     Herrera,     Gonzalo     Pajares,    María     Guijarro, “A 
segmentation method using Otsu and fuzzy k-Means for stereovision 

matching in hemispherical images from forest environments,” 

Original Research Article Applied Soft Computing, Volume 11, Issue 
8, December 2011, pp. 4738-474. 

[34] Li-Hong Juang, Ming-Ni Wu, “MRI brain lesion image detection 

based      on      color-converted K-means clustering segmentation,” 
Original Research Article Measurement, Volume 43, Issue 7, August 

2010, pp. 941-949. 

[35]   Li-Hong  Juang,   Ming-Ni   Wu,   “Psoriasis image identification 
using k-means clustering with morphological processing,” Original  

Research   Article   Measurement, Volume   44,   Issue 5, June 2011, 

pp. 895-905. 
[36] P.V.(Sundar)  Balakrishnan,  Martha  C.  Cooper,  Varghese  S.Jacob, 

Phillip A. Lewis, “ Comparative performance of the FSCL neural   

net   and K-means algorithm    for    market segmentation,” Original 

Research Article European Journal of Operational Research, Volume 

93, Issue 2,  6 September 1996, pp. 346-357. 

[37]  Chi-Han Chung, Shyi-Chyi Cheng, Chin-Chun Chang, “Adaptive 
image  segmentation  for  region-based   object   retrieval  using 

generalized Hough transform,” Pattern Recognition, Volume 43, 

Issue 10, October 2010, pp. 3219-3232. 
[38]  Hongzhi Wang, John Oliensis,  “Generalizing edge  detection to 

contour detection for image segmentation,” Original Research Article 

Computer Vision and Image Understanding, Volume 114, Issue 7, 
July 2010, pp 731-744. 

[39]  Mo Dai, Pierre Baylou, Louis Humbert, Mohamed Najim, “Image 

segmentation by      a      dynamic      thresholding      using edge 
detection based on cascaded uniform filters,” Original Research 

Article Signal Processing, Volume 52, Issue 1, July 1996, pp 49-63. 

[40]        Jing Huang, Xinge You, Yuan Yan Tang, Liang Du, Yuan Yuan, “A 
novel iris segmentation using radial-suppression edge detection,” 

Original Research Article Signal Processing, Volume 89, Issue 

http://www.sciencedirect.com/science/article/pii/S1568494610000207
http://www.sciencedirect.com/science/article/pii/S1568494610000207
http://www.sciencedirect.com/science/article/pii/S1568494610000207
http://www.sciencedirect.com/science/article/pii/S0262885606002927
http://www.sciencedirect.com/science/article/pii/S0262885606002927
http://www.sciencedirect.com/science/article/pii/S0262885606002927
http://www.sciencedirect.com/science/article/pii/S0262885606002927
http://www.sciencedirect.com/science/article/pii/S0010482509002157
http://www.sciencedirect.com/science/article/pii/S0010482509002157
http://www.sciencedirect.com/science/article/pii/S0167865504003289
http://www.sciencedirect.com/science/article/pii/S0167865504003289
http://www.sciencedirect.com/science/article/pii/S0167865503001661
http://www.sciencedirect.com/science/article/pii/S0167865503001661
http://www.sciencedirect.com/science/article/pii/S0167865503001661
http://www.sciencedirect.com/science/article/pii/S0167865504000777
http://www.sciencedirect.com/science/article/pii/S0167865504000777
http://www.sciencedirect.com/science/article/pii/S0167865504000777
http://www.sciencedirect.com/science/article/pii/S0167865504000777
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=55169114700&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=55169114700&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=55169732100&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=55169732100&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=9277149800&amp;zone
http://www.scopus.com/record/display.url?eid=2-s2.0-84865684717&amp;origin=resultslist&amp;sort=plf-f&amp;src=s&amp;st1=image%2Bsegmentation&amp;nlo&amp;nlr&amp;nls&amp;sid=qSBjR-3u7mBE59ajARrC1aY%3a140&amp;sot=b&amp;sdt=sisr&amp;sl=33&amp;s=TITLE-ABS-KEY%28image%2Bsegmentation%29&amp;ref=%28otsu%29&amp;relpos=86&amp;relpos=6&amp;searchTerm=(TITLE-ABS-KEY(image%20segmentation))%20AND%20(otsu)
http://www.scopus.com/record/display.url?eid=2-s2.0-84865684717&amp;origin=resultslist&amp;sort=plf-f&amp;src=s&amp;st1=image%2Bsegmentation&amp;nlo&amp;nlr&amp;nls&amp;sid=qSBjR-3u7mBE59ajARrC1aY%3a140&amp;sot=b&amp;sdt=sisr&amp;sl=33&amp;s=TITLE-ABS-KEY%28image%2Bsegmentation%29&amp;ref=%28otsu%29&amp;relpos=86&amp;relpos=6&amp;searchTerm=(TITLE-ABS-KEY(image%20segmentation))%20AND%20(otsu)
http://www.scopus.com/record/display.url?eid=2-s2.0-84865684717&amp;origin=resultslist&amp;sort=plf-f&amp;src=s&amp;st1=image%2Bsegmentation&amp;nlo&amp;nlr&amp;nls&amp;sid=qSBjR-3u7mBE59ajARrC1aY%3a140&amp;sot=b&amp;sdt=sisr&amp;sl=33&amp;s=TITLE-ABS-KEY%28image%2Bsegmentation%29&amp;ref=%28otsu%29&amp;relpos=86&amp;relpos=6&amp;searchTerm=(TITLE-ABS-KEY(image%20segmentation))%20AND%20(otsu)
http://www.scopus.com/record/display.url?eid=2-s2.0-84865684717&amp;origin=resultslist&amp;sort=plf-f&amp;src=s&amp;st1=image%2Bsegmentation&amp;nlo&amp;nlr&amp;nls&amp;sid=qSBjR-3u7mBE59ajARrC1aY%3a140&amp;sot=b&amp;sdt=sisr&amp;sl=33&amp;s=TITLE-ABS-KEY%28image%2Bsegmentation%29&amp;ref=%28otsu%29&amp;relpos=86&amp;relpos=6&amp;searchTerm=(TITLE-ABS-KEY(image%20segmentation))%20AND%20(otsu)
http://www.scopus.com/source/sourceInfo.url?sourceId=28468&amp;origin=resultslist
http://www.scopus.com/source/sourceInfo.url?sourceId=28468&amp;origin=resultslist
http://www.scopus.com/source/sourceInfo.url?sourceId=28468&amp;origin=resultslist
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=25722972000&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=25722972000&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=36091332400&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=36091332400&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=55225501700&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=55225501700&amp;zone
http://www.scopus.com/source/sourceInfo.url?sourceId=5400152646&amp;origin=resultslist
http://www.sciencedirect.com/science/article/pii/S0167865508002985
http://www.sciencedirect.com/science/article/pii/S0167865508002985
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=46060938100&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=46060938100&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=36998398200&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=36998398200&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=36998717300&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=36998717300&amp;zone
http://www.scopus.com/record/display.url?eid=2-s2.0-84867365418&amp;origin=resultslist&amp;sort=plf-f&amp;src=s&amp;st1=image%2Bsegmentation%2Bk-means&amp;sid=qSBjR-3u7mBE59ajARrC1aY%3a900&amp;sot=b&amp;sdt=b&amp;sl=33&amp;s=TITLE%28image%2Bsegmentation%2Bk-means%29&amp;relpos=0&amp;relpos=0&amp;searchTerm=TITLE(image%20segmentation%20k-means)
http://www.scopus.com/record/display.url?eid=2-s2.0-84867365418&amp;origin=resultslist&amp;sort=plf-f&amp;src=s&amp;st1=image%2Bsegmentation%2Bk-means&amp;sid=qSBjR-3u7mBE59ajARrC1aY%3a900&amp;sot=b&amp;sdt=b&amp;sl=33&amp;s=TITLE%28image%2Bsegmentation%2Bk-means%29&amp;relpos=0&amp;relpos=0&amp;searchTerm=TITLE(image%20segmentation%20k-means)
http://www.scopus.com/record/display.url?eid=2-s2.0-84867365418&amp;origin=resultslist&amp;sort=plf-f&amp;src=s&amp;st1=image%2Bsegmentation%2Bk-means&amp;sid=qSBjR-3u7mBE59ajARrC1aY%3a900&amp;sot=b&amp;sdt=b&amp;sl=33&amp;s=TITLE%28image%2Bsegmentation%2Bk-means%29&amp;relpos=0&amp;relpos=0&amp;searchTerm=TITLE(image%20segmentation%20k-means)
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=44861710100&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=44861710100&amp;zone
http://www.scopus.com/record/display.url?eid=2-s2.0-84864097747&amp;origin=resultslist&amp;sort=plf-f&amp;src=s&amp;st1=image%2Bsegmentation%2Bk-means&amp;sid=qSBjR-3u7mBE59ajARrC1aY%3a900&amp;sot=b&amp;sdt=b&amp;sl=33&amp;s=TITLE%28image%2Bsegmentation%2Bk-means%29&amp;relpos=1&amp;relpos=1&amp;searchTerm=TITLE(image%20segmentation%20k-means)
http://www.scopus.com/record/display.url?eid=2-s2.0-84864097747&amp;origin=resultslist&amp;sort=plf-f&amp;src=s&amp;st1=image%2Bsegmentation%2Bk-means&amp;sid=qSBjR-3u7mBE59ajARrC1aY%3a900&amp;sot=b&amp;sdt=b&amp;sl=33&amp;s=TITLE%28image%2Bsegmentation%2Bk-means%29&amp;relpos=1&amp;relpos=1&amp;searchTerm=TITLE(image%20segmentation%20k-means)
http://www.scopus.com/source/sourceInfo.url?sourceId=51150&amp;origin=resultslist
http://www.scopus.com/source/sourceInfo.url?sourceId=51150&amp;origin=resultslist
http://www.sciencedirect.com/science/article/pii/S016786551000320X
http://www.sciencedirect.com/science/article/pii/S016786551000320X
http://www.sciencedirect.com/science/article/pii/S016786551000320X
http://www.sciencedirect.com/science/article/pii/S0031320301001388
http://www.sciencedirect.com/science/article/pii/S0031320301001388
http://www.sciencedirect.com/science/article/pii/S0031320301001388
http://www.sciencedirect.com/science/article/pii/S0031320301001388
http://www.sciencedirect.com/science/article/pii/S0898122111004469
http://www.sciencedirect.com/science/article/pii/S0898122111004469
http://www.sciencedirect.com/science/article/pii/S0898122111004469
http://www.sciencedirect.com/science/article/pii/S0898122111004469
http://www.sciencedirect.com/science/article/pii/S1568494611002717
http://www.sciencedirect.com/science/article/pii/S1568494611002717
http://www.sciencedirect.com/science/article/pii/S1568494611002717
http://www.sciencedirect.com/science/article/pii/S1568494611002717
http://www.sciencedirect.com/science/article/pii/S1568494611002717
http://www.sciencedirect.com/science/article/pii/S0263224110000850
http://www.sciencedirect.com/science/article/pii/S0263224110000850
http://www.sciencedirect.com/science/article/pii/S0263224110000850
http://www.sciencedirect.com/science/article/pii/S0263224111000625
http://www.sciencedirect.com/science/article/pii/S0263224111000625
http://www.sciencedirect.com/science/article/pii/037722179600046X
http://www.sciencedirect.com/science/article/pii/037722179600046X
http://www.sciencedirect.com/science/article/pii/037722179600046X
http://www.sciencedirect.com/science/article/pii/037722179600046X
http://www.sciencedirect.com/science/article/pii/S0031320310001986
http://www.sciencedirect.com/science/article/pii/S0031320310001986
http://www.sciencedirect.com/science/article/pii/S0031320310001986
http://www.sciencedirect.com/science/article/pii/S1077314210000469
http://www.sciencedirect.com/science/article/pii/S1077314210000469
http://www.sciencedirect.com/science/article/pii/0165168496000618
http://www.sciencedirect.com/science/article/pii/0165168496000618
http://www.sciencedirect.com/science/article/pii/0165168496000618
http://www.sciencedirect.com/science/article/pii/S0165168409002114
http://www.sciencedirect.com/science/article/pii/S0165168409002114
http://www.sciencedirect.com/science/article/pii/S0165168409002114


  

 

     The International Journal of Soft Computing and Software Engineering [JSCSE], Vol. 3, No. 3, Special Issue: 

The Proceeding of International Conference on Soft Computing and Software Engineering 2013 [SCSE’13], 

San Francisco State University, CA, U.S.A., March 2013 

Doi: 10.7321/jscse.v3.n3.15            e-ISSN: 2251-7545 

91 

 

12, December 2009, pp 2630-2643. 

[41] Ye Zhou, John Starkey, Lalu  Mansinha,  “Segmentation of 

petrographic images by integrating edge detection and region 
growing,”      Original      Research      Article      Computers      & 

Geosciences, Volume 30, Issue 8, October 2004, pp 817-831. 

[42] Karina Waldemark, Thomas Lindblad, Vlatko Bečanović, Jose 
L.L. Guillen, Phillip L. Klingner, “Patterns from the sky: Satellite image 

analysis using pulse coupled neural networks for pre-processing, 

segmentation and edge detection,” Pattern Recognition  Letters, 
Volume 21, Issue 3, March 2000, pp 227-237. 

[43]     Yu Xiaohan, Juha Ylä-Jääski, Yuan Baozong, “A new algorithm for 

texture segmentation based on edge detection,” Original Research   
Article   Pattern   Recognition, Volume    24,    Issue 11, 1991, 

pp.1105-1112. 

[44] William E Higgins, Chaoming Hsu , “Edge detection using two- 
dimensional local structure information,” Original Research 

Article Pattern Recognition, Volume  27,  Issue  2, February 1994, 

pp 277-294. 

[45]     S.   Ali   Etemad,   Tony   White,   “An   ant-inspired   algorithm for 

detection of image edge features,” Original Research Article 

Applied Soft Computing, Volume 11, Issue 8, December 2011, 
pp.4883-4893. 

[46] T.N. Tan, “Texture edge detection by modelling visual cortical 

channels,” Original                   Research                   Article Pattern  
Recognition, Volume  28,  Issue  9, September  1995, pp 

1283-1298. 
[47] Ardeshir Goshtasby, Hai-Lun Shyu, “Edge  detection by  curve fitting,” 

Original                     Research                      Article Image and 

Vision Computing, Volume 13, Issue 3, April 1995, pp 169-177. 
[48]     Sugata Ghosal, Rajiv Mehrotra, “Orthogonal moment operators for 

subpixel edge detection,” Original Research Article Pattern 

Recognition, Volume 26, Issue 2, February 1993, pp 295-306. 
[49]     Xiaoyi     Jiang,      Horst      Bunke,      “Edge      Detection in Range 

Images Based on Scan Line Approximation,” Original Research  

Article  Computer  Vision   and   Image Understanding, Volume  
73,  Issue  2, 1  February  1999, pp  183- 

199. 

[50] T. Chen, Q.H. Wu, R. Rahmani-Torkaman, J. Hughes, “A pseudo top-
hat mathematical morphological approach to edge detection in 

dark        regions,” Original        Research        Article        Pattern 

Recognition, Volume 35, Issue 1, January 2002, pp 199-210. 
[51]     Zhengchun Lin, Jinshan Jiang, Zhiyan Wang, “Edge detection in the 

feature space,” Original Research Article Image and Vision 

Computing, Volume 29, Issues 2–3, February 2011, pp 142-154. 
[52] V. Srinivasan,  P.  Bhatia,  S.H.  Ong,  “Edge  detection using  a neural         

network,” Original          Research          Article Pattern  

Recognition, Volume  27,  Issue  12, December  1994, pp 
1653-1662. 

[53] Marte A. Ramírez-Ortegón, Ernesto Tapia, Lilia L.  Ramírez- Ramírez, 

Raúl Rojas, Erik Cuevas, “Transition pixel: A concept for 
binarization based on edge detection and gray-intensity 

histograms,” Original    Research     Article     Pattern Recognition, 

Volume 43, Issue 4, April 2010, pp 1233-1243. 
[54] Zhongwu Wang, John R. Jensen, Jungho Im . An automatic region-

based image segmentation algorithm for remote sensing 

applications. Environmental Modelling & Software, Volume 25, 

Issue 10, October 2010, Pages 1149-1165. 

[55] Hepzibah A. Christinal, Daniel Díaz-Pernil, Pedro Real. Region- based 

segmentation of 2D and 3D images with tissue-like P 
systemsOriginal  Research  Article   Pattern   Recognition Letters, 

Volume  32,  Issue  16, 1  December  2011, Pages  2206-2212. 

[56] Chung-Lin Huang, Tai-Yuen Cheng,  Chaur-Chin  Chen.  Color 
images' segmentation using scale space filter and markov random 

field.    Pattern   Recognition, Volume   25,    Issue   10, October 

1992, pp. 1217-1229. 
[57] Y. Kim, Hyun S. Yang. A systematic way for region-based image 

segmentation  based  on  Markov  Random  Field  model.  Pattern 

Recognition Letters, Volume 15, Issue 10, October 1994, pp. 969- 
976. 

[58] Zoltan Kato, Ting-Chuen Pong. A Markov random field image 

segmentation model for color textured images. Image and Vision 
Computing, Volume  24,  Issue  10, 1  October  2006, pp.  1103-

1114. 

[59] Xiao Wang, Han Wang. Markov random field  modeled  range image 

segmentation. Pattern Recognition Letters, Volume 25, Issue 3, 

February 2004, pp. 367-375. 
[60] S.A. Barker, P.J.W. Rayner. Unsupervised image segmentation 

using Markov random field models. Pattern  Recognition, 

Volume  33,  Issue  4, April  2000, pp.  587-602. 
[61] Alfonso Vitti. The Mumford–Shah Variational Model For Image 

Segmentation: An Overview Of The Theory, Implementation And 

Use.  ISPRS  Journal  of  Photogrammetry  and  Remote Sensing, 
Volume 69, April 2012, pp. 50-64. 

[62] Xiaojun Du, Wumo Pan, Tien D. Bui. Text Line Segmentation In 

Handwritten Documents Using Mumford–Shah Model. Pattern 
Recognition, Volume  42,  Issue  12, December  2009, pp.  3136-

3145. 

[63] Noha El-Zehiry, Prasanna Sahoo, Adel Elmaghraby. 
Combinatorial Optimization Of The Piecewise Constant Mumford-

Shah Functional With Application To Scalar/Vector Valued And 

Volumetric Image Segmentation. Image and Vision Computing, 

Volume 29, Issue 6, May 2011, pp. 365-381. 

[64]    Jin-Ping Song, Shuai-Jie Li. An Improved Mumford-Shah Model and 

Its Applications to Image Processing with the Piecewise Constant 
Level Set Method. Acta Automatica Sinica, Volume 33, Issue 12, 

December 2007, pp. 1259-1262. 

[65] Lena Chang. Multispectral image compression using eigenregion-
based  segmentation. Pattern Recognition, Volume 37, Issue 6, June 

2004, pp. 1233-1243. 
[66] Ragnar  Nohre.  Computer  vision:  Compress  to  comprehend. 

Pattern Recognition Letters, Volume 16, Issue 7, July 1995, pp. 711-717. 

[67] Sambhunath Biswas, “Segmentation  based  compression for graylevel 
images,” Original                  Research                  Article Pattern  

Recognition, Volume  36,  Issue  7, July  2003, pp  1501-1517. 

[68] Yibing Yang,  Hong  Yan,  Donggang  Yu,  “Content-lossless document 
image compression based on structural analysis and pattern 

matching,” Original Research Article  Pattern Recognition, Volume 

33, Issue 8, August 2000, pp 1277-1293. 
[69] Chung-Tao Chu, Dimitris Anastassiou, Shih-Fu Chang, “Hybrid object-

based/block-based coding in  video compression at  very low bit-

rate,” Original Research Article Signal Processing: Image 
Communication, Volume 10, Issues 1–3, July 1997, pp 159-171. 

[70] Robert J. Bonneau, Henry E.  Meadows,  “A  Multiresolution Markov 

Approach to Model-Based Image Compression,” Original Research 
Article Digital Signal Processing, Volume 11, Issue 4, October 2001, 

pp 346-358. 

[71] Kun Qin, Kai Xu, Feilong Liu, Deyi Li , “Image segmentation based on 
histogram analysis utilizing the cloud model,” Original Research  

Article  Computers  &  Mathematics  with Applications, Volume 62, 

Issue 7, October 2011, pp 2824-2833. 
[72]        Alireza Khotanzad, Abdelmajid Bouarfa, “Image segmentation by a 

parallel, non-parametric histogram based clustering algorithm,” 

Original Research Article Pattern Recognition, Volume 23, Issue 9, 
1990, pp 961-973. 

[73] N Bonnet, J Cutrona, M Herbin, “A „no-threshold‟ histogram- based                    

image segmentation method,” Pattern  Recognition, Volume  35,  
Issue  10, October  2002, pp.2319-2322. 

[74] Guang-Hai  Liu,  Jing-Yu  Yang,  “Content-based  image retrieval using 

color difference histogram,” Original Research Article Pattern 

Recognition, Volume 46, Issue 1, January 2013, pp 188-198. 

[75] Mohammad J.  Abdollahifard,  Karim  Faez,  Mohammadreza Pourfard,  

Mojtaba  Abdollahi,   “A histogram-based segmentation method for 
characterization of self-assembled hexagonal lattices,” Original 

Research Article Applied Surface Science, Volume 257, Issue 24, 1 

October 2011, pp 10443-10450. 
[76] A. Nakib, H. Oulhadj, P. Siarry, 

“Image histogram thresholding based on multiobjective 

optimization,O” riginal Research Article Signal  Processing, Volume  
87,  Issue 11, November 2007, pp 2516-2534. 

[77] Liu, J., Ma, Y., Chen, K.,Li, S.-B., "A novel color image segmentation 

method based on improved  region  growing,” Lecture Notes in 
Computer Science (including subseries Lecture Notes in Artificial 

Intelligence and Lecture Notes in Bioinformatics) 7530 LNAI , 2012, 

pp. 365-373. 
[78] Angelina,  S., Suresh,  L.P., Veni,  S.H.K.,  “Image  segmentation 

based on genetic algorithm for region growth and region merging,” 

http://www.sciencedirect.com/science/article/pii/S0098300404000913
http://www.sciencedirect.com/science/article/pii/S0098300404000913
http://www.sciencedirect.com/science/article/pii/S0098300404000913
http://www.sciencedirect.com/science/article/pii/S016786559900152X
http://www.sciencedirect.com/science/article/pii/S016786559900152X
http://www.sciencedirect.com/science/article/pii/S016786559900152X
http://www.sciencedirect.com/science/article/pii/S016786559900152X
http://www.sciencedirect.com/science/article/pii/S016786559900152X
http://www.sciencedirect.com/science/article/pii/003132039190125O
http://www.sciencedirect.com/science/article/pii/003132039190125O
http://www.sciencedirect.com/science/article/pii/003132039190125O
http://www.sciencedirect.com/science/article/pii/0031320394900590
http://www.sciencedirect.com/science/article/pii/0031320394900590
http://www.sciencedirect.com/science/article/pii/S1568494611002493
http://www.sciencedirect.com/science/article/pii/S1568494611002493
http://www.sciencedirect.com/science/article/pii/S1568494611002493
http://www.sciencedirect.com/science/article/pii/003132039400017G
http://www.sciencedirect.com/science/article/pii/003132039400017G
http://www.sciencedirect.com/science/article/pii/026288569590837X
http://www.sciencedirect.com/science/article/pii/026288569590837X
http://www.sciencedirect.com/science/article/pii/003132039390038X
http://www.sciencedirect.com/science/article/pii/003132039390038X
http://www.sciencedirect.com/science/article/pii/003132039390038X
http://www.sciencedirect.com/science/article/pii/S1077314298907159
http://www.sciencedirect.com/science/article/pii/S1077314298907159
http://www.sciencedirect.com/science/article/pii/S1077314298907159
http://www.sciencedirect.com/science/article/pii/S0031320301000243
http://www.sciencedirect.com/science/article/pii/S0031320301000243
http://www.sciencedirect.com/science/article/pii/S0031320301000243
http://www.sciencedirect.com/science/article/pii/S0031320301000243
http://www.sciencedirect.com/science/article/pii/S0262885610001241
http://www.sciencedirect.com/science/article/pii/S0262885610001241
http://www.sciencedirect.com/science/article/pii/S0262885610001241
http://www.sciencedirect.com/science/article/pii/0031320394900841
http://www.sciencedirect.com/science/article/pii/0031320394900841
http://www.sciencedirect.com/science/article/pii/0031320394900841
http://www.sciencedirect.com/science/article/pii/S0031320309004208
http://www.sciencedirect.com/science/article/pii/S0031320309004208
http://www.sciencedirect.com/science/article/pii/S0031320309004208
http://www.sciencedirect.com/science/article/pii/S0031320309004208
http://www.sciencedirect.com/science/article/pii/S1364815210000782
http://www.sciencedirect.com/science/article/pii/S1364815210000782
http://www.sciencedirect.com/science/article/pii/S1364815210000782
http://www.sciencedirect.com/science/article/pii/S1364815210000782
http://www.sciencedirect.com/science/article/pii/S0167865511001395
http://www.sciencedirect.com/science/article/pii/S0167865511001395
http://www.sciencedirect.com/science/article/pii/S0167865511001395
http://www.sciencedirect.com/science/article/pii/S0167865511001395
http://www.sciencedirect.com/science/article/pii/003132039290023C
http://www.sciencedirect.com/science/article/pii/003132039290023C
http://www.sciencedirect.com/science/article/pii/003132039290023C
http://www.sciencedirect.com/science/article/pii/0167865594900280
http://www.sciencedirect.com/science/article/pii/0167865594900280
http://www.sciencedirect.com/science/article/pii/S0262885606001223
http://www.sciencedirect.com/science/article/pii/S0262885606001223
http://www.sciencedirect.com/science/article/pii/S0167865503002435
http://www.sciencedirect.com/science/article/pii/S0167865503002435
http://www.sciencedirect.com/science/article/pii/S0167865503002435
http://www.sciencedirect.com/science/article/pii/S0031320399000746
http://www.sciencedirect.com/science/article/pii/S0031320399000746
http://www.sciencedirect.com/science/article/pii/S092427161200041X
http://www.sciencedirect.com/science/article/pii/S092427161200041X
http://www.sciencedirect.com/science/article/pii/S092427161200041X
http://www.sciencedirect.com/science/article/pii/S0031320308005360
http://www.sciencedirect.com/science/article/pii/S0031320308005360
http://www.sciencedirect.com/science/article/pii/S0262885610001319
http://www.sciencedirect.com/science/article/pii/S0262885610001319
http://www.sciencedirect.com/science/article/pii/S0262885610001319
http://www.sciencedirect.com/science/article/pii/S0262885610001319
http://www.sciencedirect.com/science/article/pii/S0262885610001319
http://www.sciencedirect.com/science/article/pii/S1874102907600627
http://www.sciencedirect.com/science/article/pii/S1874102907600627
http://www.sciencedirect.com/science/article/pii/S1874102907600627
http://www.sciencedirect.com/science/article/pii/S1874102907600627
http://www.sciencedirect.com/science/article/pii/S1874102907600627
http://www.sciencedirect.com/science/article/pii/S0031320303004229
http://www.sciencedirect.com/science/article/pii/S0031320303004229
http://www.sciencedirect.com/science/article/pii/S0031320303004229
http://www.sciencedirect.com/science/article/pii/016786559500027E
http://www.sciencedirect.com/science/article/pii/S0031320302002613
http://www.sciencedirect.com/science/article/pii/S0031320302002613
http://www.sciencedirect.com/science/article/pii/S0031320302002613
http://www.sciencedirect.com/science/article/pii/S0031320399001120
http://www.sciencedirect.com/science/article/pii/S0031320399001120
http://www.sciencedirect.com/science/article/pii/S0031320399001120
http://www.sciencedirect.com/science/article/pii/S0031320399001120
http://www.sciencedirect.com/science/article/pii/S0031320399001120
http://www.sciencedirect.com/science/article/pii/S0923596597000234
http://www.sciencedirect.com/science/article/pii/S0923596597000234
http://www.sciencedirect.com/science/article/pii/S0923596597000234
http://www.sciencedirect.com/science/article/pii/S0923596597000234
http://www.sciencedirect.com/science/article/pii/S0923596597000234
http://www.sciencedirect.com/science/article/pii/S1051200401904956
http://www.sciencedirect.com/science/article/pii/S1051200401904956
http://www.sciencedirect.com/science/article/pii/S1051200401904956
http://www.sciencedirect.com/science/article/pii/S0898122111006195
http://www.sciencedirect.com/science/article/pii/S0898122111006195
http://www.sciencedirect.com/science/article/pii/S0898122111006195
http://www.sciencedirect.com/science/article/pii/003132039090105T
http://www.sciencedirect.com/science/article/pii/003132039090105T
http://www.sciencedirect.com/science/article/pii/003132039090105T
http://www.sciencedirect.com/science/article/pii/S0031320302000572
http://www.sciencedirect.com/science/article/pii/S0031320302000572
http://www.sciencedirect.com/science/article/pii/S0031320302000572
http://www.sciencedirect.com/science/article/pii/S0031320312002713
http://www.sciencedirect.com/science/article/pii/S0031320312002713
http://www.sciencedirect.com/science/article/pii/S0031320312002713
http://www.sciencedirect.com/science/article/pii/S0169433211010282
http://www.sciencedirect.com/science/article/pii/S0169433211010282
http://www.sciencedirect.com/science/article/pii/S0169433211010282
http://www.sciencedirect.com/science/article/pii/S0169433211010282
http://www.sciencedirect.com/science/article/pii/S0165168407001454
http://www.sciencedirect.com/science/article/pii/S0165168407001454
http://www.sciencedirect.com/science/article/pii/S0165168407001454
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=55443507200&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=55443507200&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=55443387800&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=55443387800&amp;zone
http://www.scopus.com/record/display.url?eid=2-s2.0-84868230271&amp;origin=resultslist&amp;sort=plf-f&amp;src=s&amp;st1=image%2Bsegmentation&amp;nlo&amp;nlr&amp;nls&amp;sid=qSBjR-3u7mBE59ajARrC1aY%3a140&amp;sot=b&amp;sdt=sisr&amp;sl=33&amp;s=TITLE-ABS-KEY%28image%2Bsegmentation%29&amp;ref=%28otsu%29&amp;relpos=20&amp;relpos=0&amp;searchTerm=(TITLE-ABS-KEY(image%20segmentation))%20AND%20(otsu)
http://www.scopus.com/record/display.url?eid=2-s2.0-84868230271&amp;origin=resultslist&amp;sort=plf-f&amp;src=s&amp;st1=image%2Bsegmentation&amp;nlo&amp;nlr&amp;nls&amp;sid=qSBjR-3u7mBE59ajARrC1aY%3a140&amp;sot=b&amp;sdt=sisr&amp;sl=33&amp;s=TITLE-ABS-KEY%28image%2Bsegmentation%29&amp;ref=%28otsu%29&amp;relpos=20&amp;relpos=0&amp;searchTerm=(TITLE-ABS-KEY(image%20segmentation))%20AND%20(otsu)
http://www.scopus.com/record/display.url?eid=2-s2.0-84868230271&amp;origin=resultslist&amp;sort=plf-f&amp;src=s&amp;st1=image%2Bsegmentation&amp;nlo&amp;nlr&amp;nls&amp;sid=qSBjR-3u7mBE59ajARrC1aY%3a140&amp;sot=b&amp;sdt=sisr&amp;sl=33&amp;s=TITLE-ABS-KEY%28image%2Bsegmentation%29&amp;ref=%28otsu%29&amp;relpos=20&amp;relpos=0&amp;searchTerm=(TITLE-ABS-KEY(image%20segmentation))%20AND%20(otsu)
http://www.scopus.com/source/sourceInfo.url?sourceId=25674&amp;origin=resultslist
http://www.scopus.com/source/sourceInfo.url?sourceId=25674&amp;origin=resultslist
http://www.scopus.com/source/sourceInfo.url?sourceId=25674&amp;origin=resultslist
http://www.scopus.com/source/sourceInfo.url?sourceId=25674&amp;origin=resultslist
http://www.scopus.com/source/sourceInfo.url?sourceId=25674&amp;origin=resultslist
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=55270099100&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=55270099100&amp;zone
http://www.scopus.com/authid/detail.url?origin=resultslist&amp;authorId=54391748600&amp;zone


  

 

     The International Journal of Soft Computing and Software Engineering [JSCSE], Vol. 3, No. 3, Special Issue: 

The Proceeding of International Conference on Soft Computing and Software Engineering 2013 [SCSE’13], 

San Francisco State University, CA, U.S.A., March 2013 

Doi: 10.7321/jscse.v3.n3.15            e-ISSN: 2251-7545 

92 

 

International Conference on Computing, Electronics and Electrical 

Technologies, ICCEET 2012 , art. no. 6203833 , pp. 970-974. 

[79] Ye Zhou, John Starkey, Lalu Mansinha,  “Segmentation of 
petrographic images by integrating edge detection and region 

growing,”  Original  Research  Article  Computers   & 

Geosciences, Volume 30, Issue 8, October 2004, pp 817-831. 
[80] Chung-Chia Kang, Wen-June Wang, Chung-Hao Kang, “Image 

segmentation with   complicated    background    by    using seeded 

region   growing,”   Original   Research   Article   AEU -
International           Journal           of           Electronics           and  

Communications, Volume 66, Issue 9,September 2012, pp 767-771. 

[81] Jean-Philippe Thiran, Vincent Warscotte, Benoît Macq, “A queue- 
based region              growing algorithm              for accurate 

segmentation of                                    multi-dimensional digital 

images,” Original                    Research                    Article Signal 
Processing, Volume 60, Issue 1, July 1997, pp 1-10. 

[82] Chantal Revol, Michel Jourlin, “A new minimum variance region 

growing algorithm for image segmentation,” Original Research 

Article Pattern Recognition Letters, Volume 18, Issue 3, March 

1997, pp 249-258. 

[83] A. Moghaddamzadeh, N. Bourbakis, “A
 fuzzy region growing approach   for segmentation of   

color images,”   Original Research Article Pattern Recognition, 

Volume 30, Issue 6, June 1997, pp 867-881. 
[84] Z. Peter, V. Bousson, C. Bergot, F. Peyrin, “A constrained region 

growing approach based on watershed for  the segmentation of low contrast 
structures in bone micro-CT images,” Original Research                                                                                

Article Pattern  Recognition, Volume  41,  Issue  7, July  2008, pp  

2358-2368. 
[85] Alain Tremeau, Nathalie Borel, “A region growing and merging 

algorithm to color segmentation,” Original Research Article 

Pattern  Recognition, Volume  30,  Issue  7, July  1997, pp  1191-
1203. 

[86] Maria Dolores Gil Montoya, C. Gil, I. Garc a, “The load unbalancing   

problem   for region   growing   image segmentation algorithms,” 
Original Research Article Journal of Parallel and Distributed 

Computing, Volume 63, Issue 4, April 2003, pp 387-395. 

[87] Yian-Leng Chang, Xiaobo Li, “Fast 
image region growing,” Original                    Research                    

Article Image and Vision Computing, Volume 13, Issue 7, 

September 1995, pp 559-571. 
[88] Aminah Abdul Malek, Wan Eny Zarina Wan Abdul Rahman, Arsmah 

Ibrahim, Rozi Mahmud, Siti Salmah Yasiran, Abdul Kadir Jumaat, 

“Region and Boundary Segmentation of Microcalcifications using 
Seed-Based Region Growing and Mathematical   Morphology,” 

Original   Research   Article Procedia - Social and Behavioral 

Sciences, Volume 8, 2010, pp 634-639. 
[89] Maria Kallergi, Kevin Woods, Laurence P. Clarke, Wei Qian, Robert 

A. Clark, “Image segmentation in digital mammography: 

Comparison         of         local         thresholding         and region 
growing algorithms,” Original  Research   Article   Computerized 

Medical Imaging and Graphics, Volume 16, Issue 5, September– 

October 1992, pp 323-331. 
[90] Hazem M Raafat, Andrew K.C Wong, “A texture information-

directed region        growing algorithm        for image segmentation 

and region classification,” Original Research Article Computer 

Vision, Graphics, and Image Processing, Volume 43, Issue 1, July 

1988, pp 1-21. 

[91] Ye Zhou, John Starkey, Lalu Mansinha,  “Segmentation of 
petrographic images by integrating edge detection and region 

growing,” Original  Research  Article  Computers   & 

Geosciences, Volume 30, Issue 8, October 2004, pp 817-831. 
[92]   Todd   R.   Reed,    Harry    Wechsler,    Michael    Werman, “Texture 

segmentation using          a          diffusion region growing 

technique,”     Original     Research     Article     Patter Recognition, 
Volume 23, Issue 9, 1990, pp 953-960. 

[93] Hazem M. Raafat, Andrew K.C. Wong, “A texture information- 

directed region        growing algorithm        for image segmentation 
and region classification,” Computer Vision, Graphics, and Image 

Processing, Volume 42, Issue 1, April 1988, pp 133-134. 

[94] Michel Kocher, Riccardo Leonardi, “Adaptive region 
growing technique using polynomial functions for image 

approximation,” Original   Research   Article    Signal Processing, 

Volume 11, Issue 1, July 1986, pp 47-60. 

[95] Andrew Mehnert, Paul Jackway, “An  improved  seeded region growing 

algorithm,” Original Research Article Pattern Recognition  Letters, 
Volume  18,  Issue  10, October  1997, pp.1065-1071. 

[96] Jean-Pierre Gambotto, “A new approach  to  combining region growing 

and edge detection,” Original Research Article Pattern Recognition  
Letters, Volume  14,  Issue  11, November  1993, pp.869-875. 

[97] Marc  Willebeek-Lemair,  Anthony  P.  Reeves,  “Solving nonuniform 

problems on SIMD computers: Case study on region growing,” 
Original  Research  Article  Journal  of  Parallel  and Distributed  

Computing, Volume  8,  Issue  2, February  1990, pp.135-149. 

[98] N. Copty, S. Ranka, G. Fox, R.V. Shankar, “A Data Parallel Algorithm 
for Solving the Region Growing Problem on the Connection 

Machine,” Journal of Parallel and Distributed Computing, Volume 

21, Issue 1, April 1994, pp 160-168. 
[99] Bir  Bhanu,  Wilhelm  Burger,  “Approximation  of  displacement 

fields using wavefront region growing,” Original Research Article 

Computer Vision, Graphics, and Image Processing, Volume 41, Issue 

3, March 1988, pp 306-322. 

[100] Guillaume Damiand, Patrick Resch, “Split-and-merge algorithms 

defined on topological maps for 3D image segmentation,” Original 
Research Article Graphical Models, Volume 65, Issues 1–3, May 

2003, pp 149-167. 

[101] Shiuh-Yung Chen, Wei-Chung Lin, Chin-Tu Chen, “Split-and- merge 
image segmentation based on localized feature  analysis and statistical 

tests,” Original Research Article CVGIP: Graphical Models and 
Image Processing, Volume 53, Issue 5, September 1991, pp 457-475. 

[102] I.N. Manousakas, P.E. Undrill, G.G. Cameron, T.W. Redpath, “Split-

and-Merge Segmentation of   Magnetic    Resonance Medical Images: 
Performance Evaluation and Extension to Three Dimensions,” 

Original Research Article Computers and Biomedical  Research, 

Volume  31,  Issue  6, December  1998, pp393-412. 
[103] Lifeng Liu,    Stan Sclaroff,    “Deformable    model-guided region 

split and merge of image regions,” Original Research Article Image 

and Vision Computing, Volume 22, Issue 4, 1 April 2004, pp 343354. 
[104] Vincent Barra, “Robust segmentation and analysis of  DNA microarray 

spots using  an  adaptative splitand  merge algorithm,” Original 

Research Article Computer Methods and Programs in Biomedicine, 
Volume 81, Issue 2, February 2006, pp 174-180. 

[105] Zhihua Zhang, Chibiao Chen, Jian Sun, Kap Luk Chan, “EM 

algorithms for Gaussian mixtures with split-and-merge operation,”    
Original    Research    Article     Pattern Recognition, Volume 36, 

Issue 9, September 2003, pp 1973-1983. 

[106] Robert H. Laprade, “Split-and-merge segmentation of aerial 
photographs,” Computer Vision, Graphics, and Image Processing, 

Volume 44, Issue 1, October 1988, pp 77-86. 

[107] Karel C. Strasters, Jan J. Gerbrands, “Three-dimensional image 
segmentation using a split, merge and group approach,” Original 

Research Article Pattern Recognition Letters, Volume 12, Issue 5, 

May 1991, pp 307-325. 
[108] Matti Pietikäinen, Azriel Rosenfeld,  Ingrid  Walter,  “Split-and-link 

algorithms for image segmentation,” Original Research Article 

Pattern Recognition, Volume 15, Issue 4, 1982, pp 287-298. 
[109] A.P Nagare “License Plate Character Recognition System using Neural 

Network”, International Journal of Computer Application, vol. 25 

No.10. 

[110] Shashank Araokar “Visual Character Recognition using Artificial Neural 

Networks.” 

[111] B. Indira, M. Shalini, M.V.R Murthy, M.S Shaik “Classification and 
Recognition of Printed Hindi Characters using Artificial Neural 

Networks.” 

[112] L. Jin, H. Xian, J. Bie, Y. Sun, H.Hou, Q. Niu “License Plate 
Recognition Algorithm for Passanger Cars in Chinese Residential 

Areas”, ISSN 1424-8220. 

[113] Otham Khalifa, Sheroz Khan, Rafiqul Islam, Ahmad Suleiman 
“Malaysian Vehicle License Plate Recognition”, The International 

Arab Journal of International Technology, vol.4,  No.  4,  Oct 2007. 

[114] M.F Zakaria, S.A Suandi “Malaysian Car Number Plate Detection 
System Based on Template Matching and Colour Information”, 

International Journal on Computer Science and Engineering, vol.2, 

No.4, 2010. 
[115]  Stuti Asthana, Niresh Sharma, Rajdeep Singh “Vehicle Number Plate 

Recognition using Multiple Layer Back Propoagation Neural 

http://www.sciencedirect.com/science/article/pii/S0098300404000913
http://www.sciencedirect.com/science/article/pii/S0098300404000913
http://www.sciencedirect.com/science/article/pii/S0098300404000913
http://www.sciencedirect.com/science/article/pii/S1434841112000271
http://www.sciencedirect.com/science/article/pii/S1434841112000271
http://www.sciencedirect.com/science/article/pii/S1434841112000271
http://www.sciencedirect.com/science/article/pii/S1434841112000271
http://www.sciencedirect.com/science/article/pii/S0165168497000601
http://www.sciencedirect.com/science/article/pii/S0165168497000601
http://www.sciencedirect.com/science/article/pii/S0165168497000601
http://www.sciencedirect.com/science/article/pii/S0165168497000601
http://www.sciencedirect.com/science/article/pii/S0165168497000601
http://www.sciencedirect.com/science/article/pii/S0165168497000601
http://www.sciencedirect.com/science/article/pii/S0165168497000601
http://www.sciencedirect.com/science/article/pii/S0167865597000123
http://www.sciencedirect.com/science/article/pii/S0167865597000123
http://www.sciencedirect.com/science/article/pii/S0031320396000842
http://www.sciencedirect.com/science/article/pii/S0031320396000842
http://www.sciencedirect.com/science/article/pii/S0031320396000842
http://www.sciencedirect.com/science/article/pii/S0031320396000842
http://www.sciencedirect.com/science/article/pii/S0031320307005390
http://www.sciencedirect.com/science/article/pii/S0031320307005390
http://www.sciencedirect.com/science/article/pii/S0031320307005390
http://www.sciencedirect.com/science/article/pii/S0031320307005390
http://www.sciencedirect.com/science/article/pii/S0031320396001471
http://www.sciencedirect.com/science/article/pii/S0031320396001471
http://www.sciencedirect.com/science/article/pii/S074373150300039X
http://www.sciencedirect.com/science/article/pii/S074373150300039X
http://www.sciencedirect.com/science/article/pii/S074373150300039X
http://www.sciencedirect.com/science/article/pii/S074373150300039X
http://www.sciencedirect.com/science/article/pii/0262885695911465
http://www.sciencedirect.com/science/article/pii/0262885695911465
http://www.sciencedirect.com/science/article/pii/0262885695911465
http://www.sciencedirect.com/science/article/pii/S1877042810021932
http://www.sciencedirect.com/science/article/pii/S1877042810021932
http://www.sciencedirect.com/science/article/pii/S1877042810021932
http://www.sciencedirect.com/science/article/pii/S1877042810021932
http://www.sciencedirect.com/science/article/pii/089561119290145Y
http://www.sciencedirect.com/science/article/pii/089561119290145Y
http://www.sciencedirect.com/science/article/pii/089561119290145Y
http://www.sciencedirect.com/science/article/pii/0734189X88900394
http://www.sciencedirect.com/science/article/pii/0734189X88900394
http://www.sciencedirect.com/science/article/pii/0734189X88900394
http://www.sciencedirect.com/science/article/pii/0734189X88900394
http://www.sciencedirect.com/science/article/pii/0734189X88900394
http://www.sciencedirect.com/science/article/pii/S0098300404000913
http://www.sciencedirect.com/science/article/pii/S0098300404000913
http://www.sciencedirect.com/science/article/pii/S0098300404000913
http://www.sciencedirect.com/science/article/pii/003132039090104S
http://www.sciencedirect.com/science/article/pii/003132039090104S
http://www.sciencedirect.com/science/article/pii/003132039090104S
http://www.sciencedirect.com/science/article/pii/003132039090104S
http://www.sciencedirect.com/science/article/pii/0734189X88901508
http://www.sciencedirect.com/science/article/pii/0734189X88901508
http://www.sciencedirect.com/science/article/pii/0734189X88901508
http://www.sciencedirect.com/science/article/pii/0734189X88901508
http://www.sciencedirect.com/science/article/pii/0165168486900940
http://www.sciencedirect.com/science/article/pii/0165168486900940
http://www.sciencedirect.com/science/article/pii/0165168486900940
http://www.sciencedirect.com/science/article/pii/S0167865597001311
http://www.sciencedirect.com/science/article/pii/S0167865597001311
http://www.sciencedirect.com/science/article/pii/S0167865597001311
http://www.sciencedirect.com/science/article/pii/016786559390150C
http://www.sciencedirect.com/science/article/pii/016786559390150C
http://www.sciencedirect.com/science/article/pii/016786559390150C
http://www.sciencedirect.com/science/article/pii/0743731590900887
http://www.sciencedirect.com/science/article/pii/0743731590900887
http://www.sciencedirect.com/science/article/pii/0743731590900887
http://www.sciencedirect.com/science/article/pii/0743731590900887
http://www.sciencedirect.com/science/article/pii/S0743731584710495
http://www.sciencedirect.com/science/article/pii/S0743731584710495
http://www.sciencedirect.com/science/article/pii/S0743731584710495
http://www.sciencedirect.com/science/article/pii/S0743731584710495
http://www.sciencedirect.com/science/article/pii/S0743731584710495
http://www.sciencedirect.com/science/article/pii/0734189X88901053
http://www.sciencedirect.com/science/article/pii/0734189X88901053
http://www.sciencedirect.com/science/article/pii/S1524070303000092
http://www.sciencedirect.com/science/article/pii/S1524070303000092
http://www.sciencedirect.com/science/article/pii/104996529190030N
http://www.sciencedirect.com/science/article/pii/104996529190030N
http://www.sciencedirect.com/science/article/pii/104996529190030N
http://www.sciencedirect.com/science/article/pii/104996529190030N
http://www.sciencedirect.com/science/article/pii/104996529190030N
http://www.sciencedirect.com/science/article/pii/S0010480998914896
http://www.sciencedirect.com/science/article/pii/S0010480998914896
http://www.sciencedirect.com/science/article/pii/S0010480998914896
http://www.sciencedirect.com/science/article/pii/S0010480998914896
http://www.sciencedirect.com/science/article/pii/S0010480998914896
http://www.sciencedirect.com/science/article/pii/S0262885603002300
http://www.sciencedirect.com/science/article/pii/S0262885603002300
http://www.sciencedirect.com/science/article/pii/S0262885603002300
http://www.sciencedirect.com/science/article/pii/S0169260705002567
http://www.sciencedirect.com/science/article/pii/S0169260705002567
http://www.sciencedirect.com/science/article/pii/S0169260705002567
http://www.sciencedirect.com/science/article/pii/S0169260705002567
http://www.sciencedirect.com/science/article/pii/S0031320303000591
http://www.sciencedirect.com/science/article/pii/S0031320303000591
http://www.sciencedirect.com/science/article/pii/S0031320303000591
http://www.sciencedirect.com/science/article/pii/S0734189X8880032X
http://www.sciencedirect.com/science/article/pii/S0734189X8880032X
http://www.sciencedirect.com/science/article/pii/016786559190414H
http://www.sciencedirect.com/science/article/pii/016786559190414H
http://www.sciencedirect.com/science/article/pii/0031320382900310
http://www.sciencedirect.com/science/article/pii/0031320382900310
http://www.sciencedirect.com/science/article/pii/0031320382900310


  

 

     The International Journal of Soft Computing and Software Engineering [JSCSE], Vol. 3, No. 3, Special Issue: 

The Proceeding of International Conference on Soft Computing and Software Engineering 2013 [SCSE’13], 

San Francisco State University, CA, U.S.A., March 2013 

Doi: 10.7321/jscse.v3.n3.15            e-ISSN: 2251-7545 

93 

 

Networks”, International Journal of Computer Technology and 

Electronics Engineering, vol.1, Issue 1. 

[116]  C.N.E Anagnostopoulos, I.E Anagnostopoulos, V. Loumos,  E. 
Kayafas “A License Plate-Recognition Algorithm for Intelligent 

Transportation   System   Applications”,   IEEE   Transactions   of 

Intelligent Transportation Systems, vol.7, No.3, Sept 2006. 
[117]  M.F Zafar, D. Mohamad, R.M. Othman “On-line Handwritten 

Character Recognition: An  Implementation  of 

Counterpropagation Neural Net.” 
[118]  M. Meshesha, C.V. Jawahar “Optical Character Recognition of 

Amharic Documents.”  

[119] H.A.  Maarif,  Sar  Sardy “Plate  Number  Recognition  by using 
Artificial Neural Network.” 

[120]  S. Saha, S. Basu, M. Nasipuri “Automatic Localization and 

Recognition of License Plate Characters for Indian Vehicles”, 
International Journal of Computer Science and Emerging 

Technologies, vol.2, No.4, Aug 2011. 

[121]  A. Guhe, S. Deshmukh, B. Borekar, A. Kailaswar, M.E. Rane 

“Coal Mines Security System”, International Journal of Computer 

Science Issues, vol.9, Issue.3, No.3, May 2012. 

[122]  N.A. Jusoh, J.M. Zain “Application of Freeman Chain Codes: An 
Alternative Recognition Technique for Malaysian Car Plates”, 

International Journal of Computer Science and Network Security, 

vol.9, No.11, Nov 2009. 
[123]  S.K. Sangame, R.J. Ramteke, Yogesh  V.G  “Recognition  Of 

Isolated Handwritten Kannada Characters Using Invariant 
Moments  And  Chain  Code”,  World  Journal  of  Science  and 

Technology, ISSN: 2231-2587, 2011. 

[124]  A. Sulaiman, M.N. Sulaiman,  M.  Othman,  R.  Wirza  “Chain 
Coding and Pre Processing Stages of Handwritten Character Image 

File”, Electronic Journal of Computer Science and Information 

Technology, vol.2, No.1, 2010 . 
[125]  S. Madhvanath, G. Kim, V. Govindaraju “Chaincode Contour 

Processing for Handwritten Word Recognition”  IEEE 

Transactions on Pattern Analysis and Machine Intelligence, vol.21, 
No.9, Sep 1999. 

[126]   H.  sarukhanyan,  S.  Alaverdyan,  G.  Petrosyan   “Automation 

Number Plate Recognition System.” 
[127]  S.A. Daramola, E. Adetiba, A.U.  Adoghe,  J.A.  Badejo,  I.A. 

Samuel, T. Fagorusi “Automatic Vehicle Identification System 

Using License Plate”, Internatinal Journal of Engineering Science 
and Technology, vol.3, No.2, Feb 2011. 

[128]  A.B. Poritz “Hidden Markov Models: A Guided Tour”, IEEE, 

1988. 
[129] K.  Aas,  L. Eikvil, T. Andersen  “Text Recognition from Grey 

Level Images Using Hidden Markov Models.” 

[130] D.B. Paul “Speech Recognition Using Hidden Markov Models.” 
[131] Phil Blunsom “Hidden Markov Models”, Aug 2004. 

[132]     T.D. Duan, T.L.H.Du, T.V. Phuoc, N.V. Hoang “Building an 

Automatic     Vehicle     License-Plate     Recognition     System” 
International Conference in Computer Science, Feb 2005. 

[133]     “Hidden Markov Models  With  Duration-Dependent  State 

Transition Probabilities”, Electronics Letters, vol.27, No.8, Apr 
1991. 

[134] A Review on Image Segmentation Techniques. N. R. Pal and S. K.  

Pal.  Pattern  Recognition  Vol.  26,  No.  9,  pp.  1277-1294. 

Pattern Recognition Society. Pergamon Press Ltd. 1993


