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Abstract. Software Metrics present the key role of Software Development. Cost, Productivity and Quality are 

specific area of measurement in software field. The uncertainties which a bugs of effort estimation, researchers used 

the optimization to reduce it. Software cost estimation optimize, on basis of existing data set, in this paper we 

emphasize on COCOMO model with NASA18 data set. Software Effort Cost estimation is the process for 

measurement precisely the amount of effort required to complete the project. Regression rigorous method for 

estimation and Particle Swarm Optimization (PSO) is the   austere method to work on the cost effort of software 

metricsin the modern era. 
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I. Introduction 

Software metrics refers to a broad range of measurements for computer software. Measurement can be applied to the software 

process with the intent of improving it on a continuous basis. Measurement can be used throughout a software project to assist 

in cost estimation, quality control, productivity assessment, and project control. Finally, measurement can be used by software 

engineers to help assess the quality of technical work products and to assist in tactical decision making as a project proceeds. 

Software metrics provide a quantitative way to assess the quality of internal product attributes, thereby enabling the software 

engineer to assess quality before the product is built. Metrics for the analysis model focus on function, data, and behavior—the 

three components of the analysis model. 

The Researcher to optimize the value of data, the use the COCOMO data set e.g.  NASA 18 etc. [1]. . There are various 

techniques to optimize the value of the data set, regression, machine learning, analogy, genetic algorithm, data mining, neural 

network etc. [2, 3, 4].  PSO is another technique to optimize the value of a data set [9].  

Particle swarm optimization algorithm is the simulation of birds feeding and social behavior, each particle has a memory and 

can remember to find the optimal solution in the process of finding the optimal solution obtained, and social behavior is that 

each particle to find the best solution of space, PSO compared with regression method. The Particle Swarm Optimization has no 

complex mating, mutation, natural selection, more simple and has faster convergence. In this paper we optimize the result with 

the help of PSO and their different model [5] [6]. We also use the logarithmic equation of regression and Compare the result.            

II. Literature Review 

There are various work on effort estimation some work are discussed here .Function Point Based to estimate the effort to 

influence on the size and factor [7]. A new approach based on fuzzy logic, linguistic quantifiers and analogy based reasoning is 

proposed to enhance the performance of the effort estimation in software projects dealing with numerical and categorical data 

[8].The  basic  input  for  the  effort  estimation  is  size  of  project.  A  number  of  models  have  been  proposed  to  construct  

a  relation between software size and Effort; however we still have problems in effort estimation  because of uncertainty 
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existing in the input information [9]. More work has been done on software effort estimation. Genetic approach is also an 

optimization technique based on different model in the paper we studied that GA base result compare with another effort 

model [10]. Fuzzy method also used for effort estimate. The Gaussian method applies through fuzzy is effective role in 

estimation [11]. The Analogy-X approach is a set of procedures that utilize the principles of the Mantel randomization test to 

provide inferential statistics to Analogy, it provides a further empirical evaluation of Analogy-X uses different kinds of 

datasets [12]. Case-Based Reasoning (CBR) approach integrated with multi-agent technology to retrieve similar projects from 

multi-organizational distributed data sets. The study explores the possibility of building a software cost estimation model by 

collecting software cost data from distributed predefined project cost database [13]. 

In the [14] paper introduce, the aspect of feature subset selection by using a generic backward input selection wrapper is 

investigated .In this literature, a model which combines genetic algorithm (GA) with support vector machines (SVM). We can 

find the best parameter of SVM regression by the proposed model, and make more accurate prediction. In this paper test and 

verify the model by using the historical data in COCOMO [15]. 

A neural network is a massive parallel distributed processor made up of simple processing units, which has a natural property 

for storing experimental knowledge and making it available for use. It associates the brain in two respects. Knowledge is 

acquired by the network from its environment through a learning process and Interneuron connection strengths, known as 

synaptic weights, are used to store the acquired knowledge. In this literature, researcher to present the two network models 

used for the case study i.e. Radial Basis Neural Network and Generalized Regression Neural Network [16].     

III .Regression and PSO 

Linear regression uses the fact that there is a statistically significant correlation between two variables to allow you to make 

predictions about one variable based on your knowledge of the other.  For linear regression to work there needs to be a linear 

relationship between the variables. The regression line is a kind of “moving average” that is drawn through the balancing point 

between the dots at each point on your X-axis. [17]. Regression can be used for prediction, estimation, and hypothesis testing, 

and modeling causal relationships.        

Particle swarm optimization (PSO) is a population based stochastic optimization technique developed by Dr. Eberhart and Dr. 

Kennedy in 1995, inspired by social behavior of bird flocking. PSO shares many similarities with evolutionary computation 

techniques such as Genetic Algorithms (GA) [18]. In PSO, the potential solutions, called particles, fly through the problem 

space by following the current optimum particles [19].  

IV. Proposed Work and Methodology 

 In this paper we follow that PSO technique is a good technique to resolve the uncertainty of data set and optimize the value 

corresponding to the effort. Regression also good technique but it takes time and expensive .PSO is relevant to show the result 

and with less time .In the paper we compare the result using PSO. Accuracy of parameters is much better than Regression 

generated. Because it will take a maxim mum time and in its no need the predict values in a procedural way  in PSO[20] , 

minimum fitness is the initial value to start to optimize value these value having to type pbest and gbest .And  a collection of  

the swarm iterate  till the best  show required fitness value. Each particle tries to modify its current position and velocity 

according to the distance between its current position and pbest, and the distance between its current position and gbest. In 

figure 1.1 Data Set optimize the value with PSO and Regression and find the result.                                                
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Input: Size of Software Projects, Measured Efforts, Methodology. Output: Optimized Parameters for Estimating Effort. The 

following is the methodology used to tune the parameters in the proposed model for Software Effort Estimation. [21] [22] 

Step 1: Initialize “n” particles with random positions Pi and velocity vectors Vi of tuning parameters.  We also need the range of 

velocity between [-Vmax, Vmax].  The Initial positions of each particle are personally Best for each Particle  [23]. 

 

Step 2: Initialize e the weight function value w with 1 and weighting parameters cognitive learning factor c1, social coefficient 

c2 with 2.0  

 

Step 3: Repeat the following steps 4 to 9 until the number of iterations specified by the user or Particles Exhaust. 

 

Step 4: for i = 1,2,………, n do //  

For all the Particles For each particle position with values of tuning parameters, evaluate the fitness function. The fitness 

function here is Mean Absolute Relative Error (MARE). The objective in this method is to minimize the MARE by selecting 

appropriate values from the ranges specified in step 1. 

 

Step 5: Here the Pbest is determined for each particle by evaluating and comparing measured effort and estimated effort values 

of the current and previous parameter values. 

           If fitness (p) better than fitness 

          (Pbest) then: Pbest = p. 

 

Step 6: Set the best of ‘Pbest’ as global best – Gbest. The particle value for which the variation between the estimated and 

measured effort is the least is chosen as the Gbest particle. 

 

Step 7: Update the velocity and positions of the tuning parameters with the following equations 

           For j = 1, 2,……… m do // For number of     

              Parameters, our case m is 2or 3 or 4 

Begin 

  …….… (5) 

             

   …………(6)      

 End; 

Step 8: Give the Gbest values as the optimal  

           Solution. 

Step 9: Stop 

 
Figure 1.2 
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Above figure  1.2 shows  well defined  step of PSO process.It  follows as evaluate the fitness  of each particle ,fitness obtain 

pbest particle,now comparefitness with population and obtain gbest . These process continue to evaluate the gbest position. 

VI .Performance Indicators 

It’s usually used Mean of MRE (MMRE) and Prediction level (Pred) as an accurate reference value in the research of software 

effort estimation. In this study, using the Pred and MMRE as accuracy reference value. 

 MMRE Software effort estimation in the assessment of evaluation criteria commonly used Mean Magnitude of Relative Error 

(MMRE), the formula as equation below. [24][25] 

 

MRE=  

  

MMRE=    
 

In this study, MMRE for the PSO algorithm as the effort estimates of fitness value and evaluation criteria. MMRE value is the 

smaller that the prediction effort closer the actual effort. Which actual_effort is actual effort, predicated _effort is prediction 

effort N is the number of projects i is NO. i project. 

 

V .Result and Analysis 

In this paper we take NASA18 data for optimization .In this data having size, effort and one factor me. The table given below: 

table 1.1 

Size Effort ME 

90.2 115.8 30 

46.2 96 20 

46.5 79 19 

54.5 90.8 20 

31.1 39.6 35 

67.5 98.4 29 

12.8 18.9 26 

10.5 10.3 34 

21.5 28.5 31 

3.1 7 26 

78.6 98.7 35 

9.7 15.6 27 

12.5 23.9 27 

101 138.3 34 

4.2 9 19 

7.8 7.3 31 

2.1 5 28 

5 8.4 29 

Table 1.1 
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For Implementation, Java is suitable for various inbuilt method random value function is also a number generator .We calculate 

the linear regression method for obtaining the result. This regression method is calculating the predicted value of the equation: 

Log (Ef) = logA+  (logSize) *B ……………… (4) 

Below table 1.2 shows the result of regression and tell the value of parameter A=1.127462, B=1.028.  

S.No Size 

Actual 

Effort Regression 

1 90.2 115.8 0.28803 

2 46.2 96 0.28128 

3 46.5 79 0.274302 

4 54.5 90.8 0.279283 

5 31.1 39.6 0.249881 

6 67.5 98.4 0.282167 

7 12.8 18.9 0.224243 

8 10.5 10.3 0.203597 

9 21.5 28.5 0.238414 

10 3.1 7 0.190642 

11 78.6 98.7 0.282276 

12 9.7 15.6 0.217678 

13 12.5 23.9 0.232321 

14 100.8 138.3 0.294454 

15 4.2 9 0.199055 

16 7.8 7.3 0.192043 

17 2.1 5 0.179469 

18 5 8.4 0.19674 

  MMRE 0.239215278 

Table 1.2 

 

Now our experiment through Particle swarm intelligence (PSO) Model-1 & Model -2. In Model -1 we use 10 swarms of values 

and optimize the swarm again, they obtain values are in following manner. We use the velocity v [-5,5] range of a [0,10] and  b 

[-1,1]. 

Now in our model the parameters are tuned using the above PSO methodology .The Update of velocity and positions of 

Parameter “a” is  

                     

 =       

Updating the velocity and get the value of b         

    

=       

  

=     

Table 1.3 shows the Model –I   A=1. 4131, B=0. 9845 Parameter value of Model-II 

A=0.6178, B=1.1369, C=0.2601 

S.No Size 

Actual 

Effort ME Model-I Model-II 
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1 90.2 115.8 30 0.026515 0.06741 

2 46.2 96 20 0.359172 0.464238 

3 46.5 79 19 0.216294 0.346473 

4 54.5 90.8 20 0.202796 0.323817 

5 31.1 39.6 35 0.052205 0.081557 

6 67.5 98.4 29 0.091913 0.19854 

7 12.8 18.9 26 0.08006 0.186062 

8 10.5 10.3 34 0.388982 0.398916 

9 21.5 28.5 31 0.016515 0.11618 

10 3.1 7 26 0.385077 0.084033 

11 78.6 98.7 35 0.051718 0.049139 

12 9.7 15.6 27 0.151748 0.197852 

13 12.5 23.9 27 0.289306 0.362095 

14 100.8 138.3 34 0.041135 0.114039 

15 4.2 9 19 0.35506 0.310107 

16 7.8 7.3 31 0.462572 0.556324 

17 2.1 5 28 0.413284 0.186673 

18 5 8.4 29 0.179593 0.012798 

   MMRE 0.209108 0.225347 

Table 1.3 

In this section the figure 1.3 shows the graphical representation of regression, model-I and model-II of effort of each nasa18 

datum. Figure 1.4 shows the MMRE of each model, figure1. 6 shows that the MMRE value reduces by PSO is fine. 

 

Figure 1.3 
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Figure 1.4 

VII CONCLUSION 

In this paper, we analysis the result between regression and PSO. We found that PSO provides an efficient way to optimize the 

effort prediction. The linear regression method also gives fine results but it will to time consuming. Regression is well and good 

for small problem. Uncertainty of data is not easily reduced by regression so Particle Swarm Optimization sufficient to reduce 

the uncertainty in the data set. In future we can use another techniques of Swarm Intelligence in this methodology. 
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