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Abstract. Considering that the robust real-time tracking of non-rigid objects is difficult to realize, We 
present an objects detecting and tracking method based on mean-shift particle filter (MSPF) and 
support vector machine (SVM). The proposed algorithm uses the mean-shift vector of the tracking object 
to update  the state transition matrix of particle filter algorithm, and we define the criterion of the 
particle degradation，to improve the conditions of degradation，the particles will be re-distributed as 
Gaussian distribution. Because of the real-time update of the particle motion parameters, the prediction 
accuracy of target motion parameters is improved. Under the condition of target conflicting and 
partially covering, the proposed algorithm is still tracking effectively. Apply SVM to relevance feedback 
of object detecting and tracking, the experiments results show that the method can overcome the 
shortness of the traditional methods, effectively improve the tracking speed and precision. The results of 
the experiment indicate that the average processing time per frame of the proposed algorithm is reduces 
by about 21% comparing with the classical ones，while the efficiency of particle increases by about 
32%. 
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1. Introduction 
 

Object tracking has been an active research area in the vision community in recent years. It has many 
potential applications in the fields of intelligent robots, monitoring and surveillance, human computer 
interfaces, smart rooms, vehicle tracking, biomedical image analysis, video compression, etc. Numerous 
approaches have been proposed to track moving objects in image sequences. Among these different 
algorithms, the particle filter algorithm has been successfully applied to track moving objects in 
cluttered environments. 

Monte Carlo particle filter method based on recursive Bayesian estimation, which can be effectively 
applied to nonlinear, non-Gaussian movement system. The state transition model characterizes the target 
motion characteristics between two frames in target tracking. It is very difficult to establish an accurate 
model of the target according to the random movement. Because of the random sample assumptions in 
PF, some tracking algorithms of PF dependent on the accuracy of the system state transition model, The 
error of particle state transition will lead to particle degradation and inaccurate tracking results, 
According to our research, it is difficult to obtain the real state of target which moved rapidly, but the 
researchers rarely discuss the relevant issues [1-5].

In order to obtain more accurate characteristics of the target attribute, MSPF used to obtain the initial 
frame in the best elliptical description of the target. Then, obtaining the offset vector by mean-shift 
algorithm; injecting it into the system state transition model, and fitting particles to Gaussian distribution. 
Finally, updating the kernel function parameters of the subsequent frames according to filter result, 
determining multi-objective trajectory by the data associated, and SVM can make object tracking to be 
correct. 

This paper is organized as follows: in section 2, the classic particle filter algorithms and the problem 
will be solved are explained. The proposed algorithm is given in section 3. Section 5 contains the 
experimental results followed by a short discussion. Finally, the conclusions are highlighted in section 7. 
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2. Theory of Particle Filter 
 
The basic idea of the particle filter is that the posterior density which is approximated by a set of 

discrete samples (called particles) with associated weights [6-8]. The working mechanism of particle 
filters is following: the state space is partitioned as many parts, in which the particles are filled 
according to some probability measure. The higher probability, the denser the particles are concentrated.  

The particle filter consists of essentially two steps: prediction and update. The prediction stage uses 
the probabilistic system transition model )|( 1−kk xxp to predict the posterior at time k as 

∫ −−−−− = 11111 )|()|()|( kkkkkkk dxZxpxxpZxp (1) 

At time k , the observation kZ is available, the state can be updated using Bayes’ rule 

)|()|()|( 1−∝ kkkkkk ZxpxzpZxp (2) 

In the particle filter, the posterior )|( kk Zxp is approximated by a finite set of N samples with 
importance weights. The candidate samples are drawn from an importance distribution and the weight of 
the samples are 
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Monte Carlo importance sampling is to use a number of pN independent samples drawn from )(xq
to obtain a weighted sum to approximate; we can see that the particle filter converges to the true 
posterior of global extreme point.  

Since the pdf can be approximated by the point-mass histogram, by random sampling of the state 
space, we get a number of particles representing the evolving pdf. However, since the posterior density 
model is unknown or hard to sample, we would rather choose another distribution for the sake of 
efficient sampling. Hence, after some iterations, only few particles have non-zero importance weights, 
the  phenomenon is often called weight degeneracy or sample impoverishment. In this paper, new 
algorithm will be proposed to solve the problem of sample impoverishment. 

 

3. Proposed MSPF object tracking algorithm 
Commonly we use simple transfer model such as first or second order autoregressive model, we can 

use first-order mode when the target just moved translational. For example, first-order autoregressive 
model, system state transition model of moving target is 11 −− += ttt wAsS .in the video sequence, the 
transfer matrix indicate moving state of the target. Since movement of targets is complex, so the transfer 
matrix A is time varying. The particle filters uses in the papers to select a first-order autoregressive 
model 11 −− ′+′= ttt wXAX . Generally, the transfer matrix is fixed, and the fixed value will lead to error 
of the particles transfer model and inaccurate results of tracking trajectory [9, 10]. 

In this paper, according to the color-based particle filter object tracking algorithm, we update the 
target model during slowly changing image observations to overcome the appearance changes. We use 
the mean-shift process to calculate the mean-shift vector of the target. And introduce transfer matrix A′
into the particle filter algorithm, so the updated parameters is consistent to the state of the particle 
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motion. Experiments shows that the dynamic transfer matrix A′ can effectively improve performance 
of the PF tracking algorithm. 
 
3.1 Color probability distributions 
 

We want to apply a particle filter in a color-based context. Color distributions are used as target 
models as they achieve robustness against non-rigidity, rotation and partial occlusion. Suppose that the 
distributions are discredited into m-bins. The histograms are produced with the function, which assigns 
the color to the corresponding bin. In our experiments, the histograms are typically calculated in the 
RGB space using 8_8_8 bins. To make the algorithm less sensitive to lighting conditions, the HSV color 
space could be used instead with less sensitivity to V (e.g. 8_8_4 bins). 

In a tracking approach, we need a similarity measure which is based on color distributions. A popular 
measure between two distributions )(up and )(uq is the Bhattacharyya coefficient. 

( , ) u up q p qρ = ∫ (5) 

Considering discrete densities such as our color histograms  

1
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The larger ),( qpρ is, the more similar the distributions are. For two identical normalized histograms 
we obtain ),( qpρ = 1, indicating a perfect match. As distance between two distributions we denote the 
measure 

1 ( , )d p qρ= − (7) 
This called Bhattacharyya distance. The small Bhattacharyya distances correspond to large weights: 

dn ew −Λ=)( ,Λ
Particle filter tracking algorithm is usually used as a Epanechnikov kernel function. When the target 

zone is near the round or square shape, the tracking result can be more accurately. However, when the 
shape of target is rectangular area, it will take part of the background region as a target, resulting in 
inaccurate tracking results, and even failure. In this paper, we choose Elliptical particles. Location of the 
color distribution of target：
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Parameters 2 2
x ya H H= +  is used to determine the shape of particles, f is Normalization factor. 

The size of kernel function plays a very important role in Particle filter tracking algorithm, because it 
not only reflects the tracking window size, but also determines the number of samples of Monte Carlo 
iterations, window size of the kernel function is usually the initial tracking window and it no longer 
changed in the tracking process. However, there are significant changes in the target scale; the fixed 
window width can often lead to tracking failure. So we update the ellipse parameters based on the filter 
results of following frame. 
 
3.2 Mean Shift vector of the target 
 

Mean shift is a non-parametric feature-space analysis technique, a so-called mode seeking algorithm, 
a nonparametric estimator of density gradient. Given n data points, mean shift vector always points 
toward the direction of the maximum increase in the density. The mean shift procedure guarantees to 
converge to a point where the gradient of density function is zero. Iteration of mean shift gives rise to 
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natural clustering algorithms. Application domains include clustering in computer vision and image 
processing[11-15]. 

We start with an initial estimate x. Let a kernel function ( )iK x x− be given. This function 
determines the weight of nearby points for re-estimation of the mean. Typically we use the Gaussian 

kernel on the distance to the current estimate, ( )
2

ic x x
iK x x e −− = .The weighted mean of the 

density in the window determined by K is 
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 where ( )N x is the neighborhood of x , a set of points for which ( 0)K x ≠ .The mean-shift 

algorithm now sets ,0 ( )h GM x← , and repeats the estimation until , ( )h GM x converges.  
 

3.3 Update of the particles movement model 
When tracking a color object, particle filter operates on color probability distribution of the image, 

which derived from color histograms. The particle filter calculates the centroid of the 2D color 
probability distribution within the 2D window, re-centers the window, and then calculates the position 
for the next window. Thus, it is no necessary to calculate the color probability distribution over the 
whole image, and calculation of the probability distribution will be restricted to a smaller image region 
surrounding the current particle area. Using his feedback of calculation region size, it tends to result in 
large computational savings when flesh color does not dominate the image.  

The proposed MSPF algorithm employs the Bhattacharyya distance to update the a priori distribution 
calculated by the particle filter. Each sample of the distribution represents an ellipse and is given 
as },,,,,,{ θyx HHyyxxX &&= , where yx, specify the location of the ellipse, yx ˆ,ˆ specify the 

motion, yx HH , specify the length of the half axes and θ the corresponding scale change.  

The sample set is propagated through the application of a dynamic model 11 −− +′= ttt wsAS , where 

A defines the deterministic component of the model and 1tw − is a multivariate Gaussian random 
variable, expanding this model to second order is straightforward. According to the movement model of 
the object and the result of mean shift vector, we will change the position of the particles. In our 
application, we currently use a first order model to describe a region moving with constant velocity 

yx ˆ,ˆ and scale changeθ . We define that ( )
xGhx Mm ,= ， ( )

yGhy Mm ,= ，so 
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(10) 

The dynamic model of the particles is: 
1 1k k k kX A X w− −′= ⋅ + (11) 

So, unlike the mean shift algorithm, which is designed for static distributions, MSPF is designed for 
dynamically changing distributions. These occur when objects in video sequences are being tracked and 
the object moves so that the size and location of the probability distribution changes in time. The MSPF 
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algorithm adjusts the search window size in the course of its operation. Initialized window size can be 
set at any reasonable value. Instead of a set or externally adapted window size, MSPF relies on the 
moment model information, extracted as part of the internal workings of the algorithm, to continuously 
adapt its window size and position within or over each video frame. Thus, window radius, or height and 
width, is set to a function of the zero moment found during search. Considering the whole sample sets, 
the tracker handles multiple hypotheses simultaneously. 

 

3.4  Proposed  MSPF tracking Algorithm 

Provided that we draw a sequence of random samples }{ N
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Now we redefine the mean shift algorithm based on our generalizations summarized in the 
introduction. The complete adaptive implementation for the proposed object tracking algorithm is 
presented below. 

1) Initialization of the particle filter, find the initial starting values yx, and yx HH , .
2) Choose the initial location of the 2D mean shift search window. Calculate the color probability 

distribution in the 2D region centering at the search window which locates in an area slightly larger than 
the mean shift window size. 

3) According to the mean-shift vector kkGh yyxM ˆˆ)( 1, −= − ，update the matrix A′ using 

( )
xGhx Mm ,= ， ( )

yGhy Mm ,= .

4) Calculate the particle of t using dynamical model 1 1k k k kX A X w− −′= ⋅ + .
5) Estimate the mean state of the particle set, then jump to step 2 after updating particles weights 

and the multinomial sampling-importance resampling. 
 

4. Object conformation based on SVM 

The support vector machine (SVM) is a widely used tool in classification problems. The SVM trains 
a classifier by solving an optimization problem to decide which instances of the training data set are 
support vectors, which are the necessarily informative instances to form the SVM classifier. Suppose 
that there are m instances of training data. Each instance consists of a ( , )i ix y pair where IN

ix IR∈
is a vector containing attributes of the thi instance, and { 1, 1}iy ∈ + − is the class label for the 
instance. To classify two classes of data, we need solve the quadratic programming optimization 
problem of equation (11), which is subject to equation (14): 
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In the functions above, minimizing 2|| || / 2w corresponds to maximizing the margin between 
1w x b⋅ + = and 1w x b⋅ + = − . We suppose the true target to 1, and false target to -1. Using the 

optimal hyper plane of equation (16), we can get optimization results. 

* *

1

( ) sgn( ( , ) )
n

i i i
i

f x y K x x bα
=

= +∑ (15) 

Using the SVM, we can effectively confirm that the tracked object is correct, and then eliminate the 
wrong target to improve the precision of detection. 

5. Experimental Results 

The proposed tracking method adds an adaptive transfer model based on color distributions to 
particle filtering. The color-based tracker can efficiently and successfully handle non-rigid and fast 
moving objects under different appearance changes. Moreover, as multiple hypotheses are processed, 
objects can be tracked well in cases of occlusion or clutter. The proposed algorithm runs comfortably in 
real time with 10 to 30 frames per second without any special optimization on a normal 2.4GHz PC. In 
Fig.1, The result has shown that tracking of ONECUP video sequence at frame 4, 35, 60 using MSPF is 
obviously accuracy and better than only using mean shift. 

 

(a) Tracking result of ONECUP video sequence using MSPF 

（(b) Tracking result  of  ONECUP  video sequence using particle filter 

Fig. 1 Comparison of MSPF and the particle filter 
Fig.2 shows the analysis parameters of tracking results of ONECUP sequence based on SVM, in 

which (a) is the depiction of the target motion trajectory, and (b) is the capability comparison curves. 
We can see from (b) that the precision of detecting and tracking is improved after 5 rounds feedback. 
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               (a) Trajectory of MSPF tracking algorithm              (b) Capability comparison curves 

Fig. 2 The analysis parameters of different tracking results of ONECUP sequence 

In order to exam the validity of proposed method, more experiments are implemented. Fig.3 shows 
the tracking result of sea surveillance sequence at different frame using the proposed MSPF algorithm. 
Fig.4 shows the tracking result of outdoor surveillance sequence at different frame using MSPF. We can 
see that when the object overlap or fusion in the background scenery, MSPF can still achieve effective 
detecting and tracking.  

    

(a)3#                                 (b)282#                                 (c)636#                           (d)720# 
    Fig.3 Sea surveillance video tracking results 

    

 (a)3#                               (b)42#                                   (c)96#                                (d)160# 
Fig.4 Outdoor surveillance video tracking results 

 

6. Conclusion 
 

In summary, method of mean-shift particle filter and SVM are effectively combined in this paper. 
The proposed algorithm has the ability to improve the detecting and tracking capabilities by user 
participation. Experiments show the proposed method has some advantages: 1. Color and shape features 
of the target are take into account to weight histogram, which can overcome the resulting appearance 
changes. 2. The number of bins in the histogram is optimized with respect to the noise of the camera, 
and one different similarity measurement takes account into neighboring bins. 3. The adaptive system 
movement model is currently used to propagate the sample set. By utilizing some prior knowledge of the 
expected object silhouette, the quality of detecting and tracking is improved. 4. Interaction of user and 
computer improve the detecting and tracking precision. 
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However, object detecting and tracking is a difficult problem. Further research will focus on: (1) 
improving the detecting precision of target by using more effective algorithms, (2) improve the speed of 
detecting and tracking while guaranteeing precision. 
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