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Abstract. In this paper a fast registration of remote sensing image with polar sin transform based 

descriptor is proposed. The main characteristics of the proposed method include: (1) Several new 

methods are presented to realize fast and accurate interest points extraction under various different 

scenes, include image scale space construction based on integral image, interest points controlling 

based on uniform distribution, (2) Through comparing the euclidean distance of the PST (polar sin 

transform) descriptors defined on the corner neighborhoods, the corresponding matches are 

established. Experiment results illustrate that the proposed algorithm carries out real-time image 

registration and is robust to large image translation, scaling and rotation. 
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1. Introduction 
Nowadays, image registration has been widely applied in many computer vision domains, including robot 

localization, remote sensing, medical image analysis, pattern recognition, enhanced visualization and ground 

moving target detection and tracking [1-3]. As showing good invariant under a certain mathematical 

transformation and grayscale distortion, Image registration algorithm based on the Local invariant feature 

descriptor has been draw widely attention in recent years [4-6]. Feature point matching, a critical and 

challenging process has been widely studied. According to them, there are essentially two parts to any 

feature-based image registration algorithm: invariant feature detection and invariant Feature matching. 

Various methods for detecting control points in an image have been developed. This involves detecting 

salient features in the two images to be registered. Tinne Tuytelaars et al. [7] has surveyed and compared 

various point detectors, finding the Harris detector [8] to be the most repeatable. However, the number of 

control points detected by the Harris algorithm is large, but few accurate correspondences are sufficient to 

register overlapping images by the projective transformation, so it is necessary to reduce the number of 

initial interest points. Mikolajczyk [9] proposed the multi-scale Harris with multiple scale selection, however 

this method is time-consuming. In this paper, we simulate the gaussian convolution using the integral image 

and rapid construct the image of multi-scale space. Then we detect the corner points by applying scene-

adaptation technique. Scene-adaptation controls the number of feature points accurately while ensure the 

quality of the feature points, thereby reducing the complexity of the feature description and matching. 

Corner matching is another important step in corner-based image registration. The most popular methods 

are distribution-based descriptors and filter-based descriptors (SIFT [10], GLOH [11] and PCA-SIFT [12], 

Steerable filters [13]), which extract distinctive feature that are invariant to noise and viewpoint. In recent 

years, these methods are successfully applied in remote sensing sequences registration owing to its good 

characteristics of being invariant to image scaling and rotation. However, Firstly, these methods are time-
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consuming, which means that it will takes longer time than others matching step; Secondly, due to the noise 

and occlusion, some matching points will be more accurate than others [15]. In this study, polar sin 

transform is adopted [14]. Compared with other methods, this algorithm can distinguish more accurate 

matching points from the less accurate ones and then register the images as accurately as possible. 

    The flowchart of the proposed algorithm framework is shown in Fig.1. This paper is structured as follows. 

In section 2, the proposed registration algorithm is describes in detail. Section 3 presented and evaluated the 

experimental results of the performance of the algorithm. Section 4 concludes. 
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                                         Figure 1.  Flowchart of the proposed image registration algorithm 

2. Aproach 

 
Knowing that two overlapping images are related by the affine transformation, a 2-D model can well 

trade off the accuracy and computational complexity for image registration.  

Assuming ),( yx  represents a point in the base image and ),( YX represents the same point in the 

image overlapping the base image, the projective transformation between corresponding points in the 

images can be written as: 
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Where s represent the scale factor,  is the rotation angle, ),( yx  represent the translation of the 

horizontal and vertical direction. When the rotation angle is less than 5 , then cos 1  、 sin  . 

Therefore, the problem of the above projective transformation model is transformed into following 

equations.   
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 Having the coordinates of 4 corresponding points in the images, the unknown parameters of the 

transformation can be determined by substituting the corresponding points into (2) and solving the obtained 

system of 4 linear equations.  

2.1 Feature Points Extraction 

2.1.1 Scale-Space Representation based on Integral Image 

Feature detection algorithm use a number of invariant features in multi-scale, therefore, the scale-space 

needs to be offered before feature detection. In the most general case, convolution with Gaussian kernels 

and their derivatives form a class of low-level operators for scale-space representation. However, the time 

to compute the gaussian convolution will increase dramatically. 

According to theorem of the central limit, continue convoluting with the function itself will ultimately 

generate a gaussian function. Therefore, rather than convolve the image with a gaussian function, this 

article constructs the image of multi-scale space combining with the rectangular convolution kernel 

function and down-sampling, then we speed up the calculation using the integral map. 

A two-dimensional image, in different scales of the scale-space, is given by 

                                                   1,,,,,,,  iyxLyxMiyxL                                     (3) 

Where L is the Scale space of image, i is the scale, is the radius of the window width of the average 

filter. 

 In order to speed up the computation time, we compute the integral image  iyxS ,,  , which corresponds 

to the  iyxL ,, , is defined as follows 
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     The order O of the scale-space is determined by  
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 Where s is the minimum size after the sub-sampling. 

2.1.2 Invariant Interest Points Selection  

The feature that is invariant under difference in scaling and view angle of the cameras is important for 

successful matching. In this study, we choose the multi-scale Harris detector. Firstly, we build the scale-

space using the integral image [section 2.1.1]; then, we choose to detect corners using a multi-scale version 

of the Harris detector, which is based on the second-moment matrix and defined as 
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     Where  iyxM ,, is the auto-correlation function in scale i ,  
a

iyxL ,, is the derivative computed in 

a direction.  yx, is the Gaussian window. 

 An interest point or a corner point will have a   with two positive eigenvalues
1 、

2 of  iyxM ,, . 

The corner response can be written as 

                                       
      2,,,,d,, iyxtraceMiyxetMiyxR  

                            (7) 

Where
21d etM ，

21  traceM . 

On the basis of the multi-scale Harris detector, the method of detecting feature points is as follows.  The 

reference image is divided into ts regions 
kR . In each

kR , the point with the maximum response R is 

choose as the Interest Points.  

 Fig.2 shows the Harris points are selected by the proposed method.   

                                 
                                        (a)                                                              (b) 

Figure 2. (a) feature points detect using multi-scale Harris detector (b) interest points detected using 

proposed method. 

2.2 Correspondence between Points 

2.2.1 Polar Sine Transform 

    PST is defined as the projections of ),( yxf into polar coordinate representation, which is denoted 

by ),( f . PST of order n with repetition m for a continous image function ),( yxf over a unit disk is 
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    where
*

[] denotes the complex conjugate, the complete set of PST polynomials nmV is defined as 
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    The following indicates the orthogonal property of ),( nmV : 
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     Where  is the Kronecker delta and satisfies 
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      Let the PST moments of a reference image and its rotated version be
'

nmA , nmA , respectively. Then it is 

well known that 
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      Where ]2,0[   is the rotation angle. Therefore, the magnitudes of PST moments of the two 

images are the same, i.e., 
nmnm AA 

'
.  Due to the property of orthogonality, the reconstruction of 

the pattern can be simply expressed as the sum of every PST basis functions weighted by the 

corresponding moments: 
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2.2.2 Similarity Measure Based on PST Features 

    Our implementation uses the first 25( 0,8  mn ) coefficients in the PST expansion of a disk (the 

radius proportional to the scale) around all feature points. Rotation in the original image affects its PSTs 

phase coefficients. To provide rotation-invariant PSTs coefficients that still represent the original shape, we 

present a method to estimate the rotation angle firstly, which is implemented in the continuous angle 

space rather than in the discrete space. Then searching for similar images during matching processing 

combines both magnitude and angle as a similarity measure. 

  The formulation (12) can be rewrited as following: 
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   If we have estimated the rotation angle   between ),( yxI
r

and ),( yxI
t

, then  mnm  , 

which denotes the absolute phase difference between the two image regions after the rotation 

alignment, is equal to 0 ; otherwise,  mnm  is a nonzero value in the interval )2,0(  . Then we 

can get the normalized angle-based distance angD between the phases of two PSTs vectors is 

defined as 
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Besides, the normalized magnitude-based distance magD between the magnitudes of two PSTs is 

then defined as  
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    From (15) and (16), it is obvious that two distances angD and magD are both within the 

range  1,0 , they can thus be combined together. Aside from this, we assign weighting factors to 

both distances to indicate their respective importance in the overall dist ance D  
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                                                       MAGANG DwDwD 21                                            (17) 

Where 
1w and

2w are the weighting factors for ANGD and MAGD , respectively, and satisfy the 

relation 121  ww .      

Once the best feature correspondence has been established, we can determine the eight unknown 

parameters of the transformation by substituting the coordinates of the four corresponding points into (2). To 

reduce the influence of outliers in the accuracy of the solution, we use RANSAC[16], which can finding the 

best model parameters by using random subsets from the set of correspondences instead of using the entire 

set. The model parameters estimated from the subset which gives the least sum of squared error is then taken 

as the best fit.  

3. Experimental Results 
    This section presents some examples and quantitative results of the proposed registration algorithm for 

remote sensing image. The algorithm has been implemented in C++ and all experiments have been carried 

out on DELL Intel Xeon E5410 2.33-GHz desktop computer with 9GB of RAM, with Windows 7 

Enterprise Professional Edition. Fig.3 shows 8 sets of the unmanned aerial vehicle(UAV) video sequences 

that come from the predator data of VSAM at Carnegie Mellon University (Fig.3,No.1-No.5)and our aerial 

video data(Fig.3,No.6-No.8), with size 240320 , including rural roads, fields and urban buildings, the 

image sequence have angle rotation, scale zoom, brightness mutation and view changes, Etc. 

                     
                             No.1                        No.2                       No.3                       No.4 

                     
                                 No.5                        No.6                       No.7                       No.8 

                                                        Figure 3.  UAV video sequences 
In order to evaluate the registration algorithm, Fig.4 shows a part of the feature matching example, 

including scene changes(Fig.4.(a)-(b)) and geometric changes(Fig.4.(c)-(f)).Table1 shows more detail test 

results of the matching and processing speed in different scenes. From the table it is obvious that the 

proposed algorithm are able to find sufficient number of matching points in various scenarios and achieve 

satisfactory results. In processing speed, the proposed algorithm does not change the computational 

complexity when the scene changes. The average computing time of the test sequence is 46.01ms, the 

average processing speed is 27.07fps.  

Table 1. Registration Results of Image Sets 

 

Number frame Feature points matching points Time(ms) frame rate( fps ) 

    No.1    876          200          74.56     66.11           29.65 

    No.2    346          200          65.73     43.89           26.51 

    No.3    875          200          61.34     59.15           26.82 

    No.4    762          200          16.12     51.33           31.89 

    No.5    369          200          57.54     41.88           29.9 

    No.6  1283          200          32.55     32.56           24.8 

    No.7    542          200          69.64     41.21           21.1 

    No.8    100          200          29.65     31.99           25.9 

Average    566          200          50.89     46.01           27.07 

http://dict.cnki.net/dict_result.aspx?searchword=%e5%b8%a7%e7%8e%87&tjType=sentence&style=&t=frame+rate
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              (a)                                                               (b)                                                                   (c)  

      
                         (d)                                                              (e)                                                                    (f)  

Figure 4. Feature matching results (a) Complex scene (b) Simple scene (c)-(d) Translation (e)-(f) Rotation   

    We use recall vs.1-precision graphs to evaluate the performance of the feature matching. Recall is the 

ratio of the number of correct matches to the number of corresponding region pairs. Precision is the ratio of 

the number of correct matches to the total number of correct and false matches. These graphs are generated 

as follows: the feature points for all the images in the dataset are detected; all pairs of key-points from 

different images are examined. If the distance measure between the feature vectors for the particular pair of 

feature points does not exceed the distance threshold t , this region pair is called a match. We can determine 

the recall and 1-precision as follow: 

                                               
encescorrespond#

matchescorrect #
recall  

                                    
matches false#matchescorrect #

matches false#
1


 precision  

     We present and discuss the experimental results of the feature matching evaluation. The performance is 

compared for image noise, viewpoints, scale and rotation changes. A sequence of remote sensing images 

was used, as shown in Fig.3, No.6. The results of these tests are shown in Figs.5. We can observe that our 

algorithm obtains the best matching score. 

      
         (a)                                        (b)                                     

Figure.5 precision-recall curves performance evaluations under different photometric and geometric 

transformations. (a) noise (b) viewpoints  

4. Conclusions 
A special class of image registration methods is considered dealing with alignment of overlapping remote 

sensing images under small differences in gain, zoom level, and view angle changes of the cameras. The 

main contribution of this paper is that we presented a new integral image and polar sin transform based 

aerial video registration method. The proposed method composed four steps:1)represents scale-space based 

on integral image, 2)finds stable interest points based  on uniform distribution, 3)finds the correspondence 

between the feature points of the input image and reference image based on PST descriptors, 4)estimates the 

parameters of a projective transformation mapping the input image to the reference one. Experimental results 

javascript:void(0)
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show that the proposed method carries out real-time aerial video registration under complex environments 

with change of scene, and achieve precision registration. 
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